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Physics encompasses a multitude of fascinating branches. Optics and photonics stand out as a particularly captivating domain, unveiling the secrets of light and its behaviour.

The Optical Society of India (OSI) was founded in the year 1965. This organisation born from the passion of a few, blossomed into a vibrant group testament to the enduring power of shared purpose and steadfast dedication. The society always take deliberate efforts to promote and diffuse knowledge in the field of optics and photonics. For achieving this goal, OSI encourages to conduct research activities in pure and applied optics and also promotes coordination between designers, manufacturers and users of optical technology. Moreover, OSI publishes books, journals, reports and transactions relating to the field of optics. OSI has been hosting annual national /international symposia for the last four decades.

International School of Photonics, Cochin University of Science and Technology is privileged to host the XLVI OSI Annual Symposium- International Conference on Optics, Photonics & Quantum Information (OPTIQ-2023) from December 11 – 13, 2023 in God’s own country. Cochin University, cradled by the serene shores of the Arabian Sea stands as a beacon of scientific and technological excellence in our nation. International School of Photonics has garnered a distinguished reputation in the field of applied optics and photonics research recognised for its significant contributions.

Prominent figures from optics community across the globe will deliver illuminating talks on diverse aspects of photonics and quantum information with their expertise in respective disciplines. Emerging researchers will present their promising research findings through insightful oral and poster presentations.
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Session Plan
**DAY 1 (11 December 2023)**

**Registration starts at 08:00 AM**

**Inaugural Session (Venue: Seminar Complex Auditorium, CUSAT)**

<table>
<thead>
<tr>
<th>Time</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>09:30 - 10:30 AM</td>
<td>Inauguration</td>
</tr>
<tr>
<td>10:30 - 10:45 AM</td>
<td>High Tea</td>
</tr>
<tr>
<td>10:45 - 11:30 AM</td>
<td>Plenary 1 (Speaker: K. V. Sriman)</td>
</tr>
<tr>
<td>11:30 - 12:15 AM</td>
<td>Plenary 2 (Speaker: Murukeshan Vadakke Matham)</td>
</tr>
</tbody>
</table>
| 12:15 - 01:00 PM | Techno – Commercial Session  
1. ATOS  
2. BIS |
| 01:00 - 02:00 PM | Lunch (Venue: Seminar Complex, CUSAT)        |

**Technical Session-1**

<table>
<thead>
<tr>
<th>Time</th>
<th>Hall A (Auditorium)</th>
<th>Hall B (Seminar Hall)</th>
<th>Hall C (ISP Auditorium)</th>
<th>Hall D (Executive Hall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>02:00 - 03:30 PM</td>
<td>Optical Interferometry and Holography (HOL)</td>
<td>Photonic works, Switching Interconnects &amp; Access (NET) &amp; Photonic Crystals &amp; Metamaterials (PHC)</td>
<td>Quantum Optical Technologies (QOT) / Quantum Information (QI)</td>
<td>Diffractive, Free-form and Adaptive Optics (DFA)</td>
</tr>
<tr>
<td>02:00 - 02:30 PM</td>
<td>A.R Ganesan</td>
<td>Enakshi Sharma (NET)</td>
<td>Ashok Kumar</td>
<td>C. S. Narayanamurthy</td>
</tr>
<tr>
<td>02:30 - 03:00 PM</td>
<td>Harshwardhan Wanare</td>
<td>R. Vijaya</td>
<td>Arijit Sharma</td>
<td>Bosanta R. Boruah</td>
</tr>
<tr>
<td>03:00 - 03:30 PM</td>
<td>HOL: 118, 119, 120</td>
<td>PHC: 140, 141</td>
<td>QOT: 142, 143, 146</td>
<td>Sanjay K. Mishra</td>
</tr>
<tr>
<td>02:30 - 03:45 PM</td>
<td>Tea Break</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Technical Session-2**

<table>
<thead>
<tr>
<th>Time</th>
<th>Hall A (Auditorium)</th>
<th>Hall B (Seminar Hall)</th>
<th>Hall C (ISP Auditorium)</th>
<th>Hall D (Executive Hall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>03:45 - 05:15 PM</td>
<td>Nann-photonics &amp; Plasmonics (NPH)</td>
<td>Green Photonics (GPH) &amp; Ultrafast Optics (UFO)</td>
<td>Lasers Applications &amp; Beam Optics (LSB)</td>
<td>Fiber Optic Devices, Sensors and Instrumentation (FIB)</td>
</tr>
<tr>
<td>03:45 - 04:15 PM</td>
<td>Shanti Bhattacharya</td>
<td>Animeesh Jha (GPH)</td>
<td>Venugopal Rao Soma</td>
<td>Bishnu P. Pal</td>
</tr>
<tr>
<td>04:15 - 04:45 PM</td>
<td>Subhasish Duttagupta</td>
<td>Chaitanya Kumar Suddapalli</td>
<td>Reji Philip</td>
<td>Arup Lal Chakraborty</td>
</tr>
<tr>
<td>04:45 - 05:15 PM</td>
<td>Harish Krishnamoorthy</td>
<td>Smijesh N.</td>
<td>LSB: 128</td>
<td>R. Rajesh</td>
</tr>
<tr>
<td>05:15 - 06:45 PM</td>
<td>Poster Session 1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>06:45 - 07:45 PM</td>
<td>OSI General Body Meeting (Venue: Seminar Complex Auditorium, CUSAT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>07:30 - 09:00 PM</td>
<td>Dinner (Venue: Seminar Complex, CUSAT)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
All times in IST (+5.30 GMT)

<table>
<thead>
<tr>
<th>Time</th>
<th>Session/Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>09:00 - 09:45 AM</td>
<td>Plenary 3 (Speaker: Prem Kumar)</td>
</tr>
<tr>
<td>09:45 - 11:15 AM</td>
<td>Technical Session-3</td>
</tr>
<tr>
<td>09:45 - 10:15 AM</td>
<td>Hall A (Auditorium)</td>
</tr>
<tr>
<td></td>
<td>Singular Optics &amp; Laser Speckles (SIN)</td>
</tr>
<tr>
<td>09:45 - 10:15 AM</td>
<td>Maruthi Manoj Brundavanam</td>
</tr>
<tr>
<td>10:15 - 10:45 AM</td>
<td>Goutam K. Samanta</td>
</tr>
<tr>
<td>10:45 - 11:15 AM</td>
<td>Nirmal K. Viswanathan</td>
</tr>
<tr>
<td>11:15 - 11:30 AM</td>
<td>Tea Break</td>
</tr>
<tr>
<td>11:30 - 01:00 PM</td>
<td>Technical Session-4</td>
</tr>
<tr>
<td>11:30 - 12:00 PM</td>
<td>Optoelectronic Devices (OED)</td>
</tr>
<tr>
<td></td>
<td>Aloka Sinha</td>
</tr>
<tr>
<td>12:00 - 12:30 PM</td>
<td>Narayanan Unni K. N.</td>
</tr>
<tr>
<td>12:30 - 01:00 PM</td>
<td>Stephane Treabot</td>
</tr>
<tr>
<td>01:00 - 02:00 PM</td>
<td>Lunch (Venue: Seminar Complex, CUSAT)</td>
</tr>
<tr>
<td>02:00 - 02:45 PM</td>
<td>Plenary 2 (Speaker: Dag Hansborg)</td>
</tr>
<tr>
<td>02:45 - 03:45 PM</td>
<td>Technical Session-5</td>
</tr>
<tr>
<td>02:45 - 03:15 PM</td>
<td>Theory, Modelling &amp; Simulation (THM)</td>
</tr>
<tr>
<td></td>
<td>Akhilesh Kumar Mishra</td>
</tr>
<tr>
<td>03:15 - 03:45 PM</td>
<td>Anurag Sharma</td>
</tr>
<tr>
<td>03:45 - 05:15 PM</td>
<td>Tea Break + Poster Session 2</td>
</tr>
<tr>
<td>05:15 - 06:00 PM</td>
<td>Distinguished Evening Lecture (Speaker: C. P. Girijavallabhan)</td>
</tr>
<tr>
<td>06:00 - 07:00 PM</td>
<td>Cultural events</td>
</tr>
<tr>
<td>07:00 - 09:00 PM</td>
<td>Conference Dinner</td>
</tr>
</tbody>
</table>
### All times in IST (+5.30 GMT)

#### DAY 3 (13 December 2023)

<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
<th>Hall A (Auditorium)</th>
<th>Hall B (Seminar Hall)</th>
<th>Hall C (ISP Auditorium)</th>
<th>Hall D (Executive Hall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>09:00 - 09:45 AM</td>
<td>Plenary 4 (Speaker: Andreone Antonello)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>09:45 - 10:45 AM</td>
<td>Technical Session - 6</td>
<td>Integrated Optic Circuits and Devices (IOC) &amp; Optoelectronic Devices (OED)</td>
<td>Microwave and THz Photonics (MWT)</td>
<td></td>
<td>Fiber Optic Devices, Sensors and Instrumentation (FIB) - II</td>
</tr>
<tr>
<td>09:45 - 10:15 AM</td>
<td></td>
<td>L. N. Hazra</td>
<td>Ranjan Singh</td>
<td></td>
<td>Vipul Rastogi</td>
</tr>
<tr>
<td>10:15 - 10:45 AM</td>
<td></td>
<td>OED: 135, 136, 137, 148</td>
<td>Rajeev N. Kini</td>
<td></td>
<td>FIB: 111,112,113</td>
</tr>
<tr>
<td>10:45 - 12:15 PM</td>
<td>Tea Break + Poster Session 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:15 - 1:15 PM</td>
<td>Technical Session - 7</td>
<td>Nano-photonics &amp; Plasmonics (NPH) - III &amp; Ultrafast Optics (UFO) - II</td>
<td>Optical Materials (MAT) &amp; Any other topics related to Optics and Photonics (OTI)</td>
<td>Contributory Talks</td>
<td></td>
</tr>
<tr>
<td>12:15 - 12:45 PM</td>
<td></td>
<td>Gautam Dus (NPH)</td>
<td>P. R. Biju</td>
<td></td>
<td>FIB: 114, 149 NPH: 129, 130, 131</td>
</tr>
<tr>
<td>12:45 - 01:15 PM</td>
<td></td>
<td>Jcakim Bood (UFO)</td>
<td>OTH: 138, 139</td>
<td></td>
<td></td>
</tr>
<tr>
<td>01:15 - 02:15 PM</td>
<td>Lunch (Venue: Seminar Complex, CUSAT)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02:15 - 3:15 PM</td>
<td>Technical Session - 8</td>
<td>Optical Interferometry and Holography (IOL) - II</td>
<td>Ultrafast Optics (UFO)</td>
<td>Imaging and Super-resolution (ISR)</td>
<td>Any other topics related to Optics and Photonics (OTI) - II</td>
</tr>
<tr>
<td>02:15 - 02:45 PM</td>
<td></td>
<td>Raj Kumar</td>
<td>Riju Issac</td>
<td>P. Nandakumar</td>
<td>Suhas M. Jejurikar</td>
</tr>
<tr>
<td>02:45 - 03:15 PM</td>
<td></td>
<td>Dincsh N. Naik</td>
<td></td>
<td>Joby Joseph</td>
<td>Sunil S.</td>
</tr>
<tr>
<td>03:15 - 04:15 PM</td>
<td>Concluding Session</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>04:15 - 04:30 PM</td>
<td>Tea</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Plenary Talks
Indian Lunar Missions: Lessons Learnt and the Triumph of CHANDRAYAAN-3

Dr. K.V.Sriram,
Director, Laboratory for Electro-Optics Systems (LEOS), ISRO
I Cross, I Stage, Peenya Industrial Estate,
Peenya, Bengaluru 560058
E-mail: drkvs@leos.gov.in & directorleos@leos.gov.in

It is indeed, an incredible journey for the Indian Space Research Organization (ISRO) having ventured into interplanetary missions and the arduous lunar space missions taught us some important lessons. CHANDRAYAAN-1, the first of the interplanetary missions through which how to carry out space manoeuvers, reach lunar space and place a spacecraft in the intended orbit is successfully demonstrated. The science outcome from its few scientific payloads also created a renewed interest even for the global community to reconsider lunar expeditions. The next Indian lunar mission of CHANDRAYAAN-2 comprising of an orbiter and a lander, though a partial success rendered unfulfilled tasks and many technical challenges to overcome independently. The lander missed by a whisker to have soft landing on the lunar surface whereas the orbiter is still live and facilitated creation of lunar atlas as well as mineralogical mapping of the moon. The third venture viz., CHANDRAYAAN-3, a well-conceived and meticulously planned mission underwent several special tests, which ensured that it is going to be a sure-shot success much before its launch. Most importantly hardware in-loop tests, refined navigation guidance and control algorithms and the hot or cold redundancies built for vital subsystems helped to resolve the technical glitches faced during CHANDRAYAAN-2 landing, yielding a fail-proof spacecraft system.

Sensors play a crucial role in aiding the lander for a safe and soft landing on any planetary surface. A suite of electro-optical sensors such as the star sensor, laser inertial reference gyro with accelerometer, laser altimeter, laser doppler velocimeter, Lunar horizontal velocity camera and the lander hazard avoidance camera have been deployed in CHANDRAYAAN-3 whose immaculate performances have been the key to successful lunar landing. It is important to mention that many of these sensors have been designed and characterized at the laboratory for electro-optics systems (LEOS), Bengaluru. The talk will encompass a briefing on CHANDRAYAAN missions of ISRO, details on the sensors with their performances onboard and some typical science experiments carried out with rover instruments such as the seismometer and the laser induced breakdown spectroscope. Some ambitious additional experiments carried out with lander and the propulsion module shall also be described.
Optical juggling

Dag Hanstorp
University of Gothenburg
dag.hanstorp@gu.se

Optical levitation and optical tweezers, two techniques for manipulation of microscopic particles, were invented by the 2018 Nobel prize laureate Arthur Ashkin. In optical levitation [Ashkin and Dziedzic APL 19 (1971) 283], a focused, vertically aligned laser beam is used to trap micrometer-sized transparent particles where the photon pressure from the light is balancing gravity. I will in this presentation review how optical levitation can be used as an advanced research tool and well as an instrument for teaching experimental physics.

First, it will be shown how a pair of optically levitated particles execute a dance where the motion resembles the orbits of the balls of a carnival juggler. The motion can be ascribed by a mechanism by which the dominant force on each particle alternates between radiation pressure and gravity as the particles takes turns to eclipse each other [Bae A. J. et al. PRL 12 (2019) 043902]. This research was part in a project where we study collisions and coalescence of liquid droplets. This is of relevance in many applications, such as in atmospheric science to model rain drop formation or in combustion research to study fuel mixing.

Second, I will present a recent study of light scattering from trapped droplets where we observed rich Mie spectra of overlapping resonances. We show that the directional Mie spectrum of evaporating water droplets can be explained by a quantum analogy turning the droplet into an “optical atom” with angular momentum, tunnelling, and excited states [Marmolejo et al. PRL, 130 (2023) 043804].

Finally, I will describe how optical levitation can be used in physics education to demonstrate physical phenomena such as radiation pressure, light diffraction, the motion of a charged particles in electric fields, and the interaction of ionizing radiation with matter. I will, for example, present how optical levitation can be used to demonstrate a damped driven harmonic oscillator [Marmolejo et al. AJP, 88 (2020)490] and how the removal of a single electron from a trapped droplet can be observed using the bare eye as the only detector [Marmolejo et al. Scient. Rep. 11 (2021) 10703] |.
Engineering Challenges for the Emerging Quantum Networks

Prem Kumar
Northwestern University
Center for Photonic Communication and Computing, ECE Department
2145 Sheridan Road, Evanston, IL 60208, USA
kumarp@northwestern.edu

Quantum internet of the future will require device functionalities that implicitly respect the fundamental facts such as quantum information cannot be copied and cannot be measured precisely. A quantum repeater, for example—analog of an optical amplifier that enabled global reach of the ubiquitous Internet connectivity we enjoy today—is yet to be demonstrated, although recent years have seen tremendous progress. Many other device functionalities—switches, routers, format converters, etc.—would also be needed that do not unnecessarily disturb or corrupt the quantum information as it flows from one node of the internet to another. In recent years, my group has engineered many quantum tools and techniques that fulfill the requirements for distributing quantum information in a networked environment. In this talk, I will present our motivation, design, construction, characterization, and utilization of some example techniques for near-term networked quantum applications.
Micro-nanoscale patterning: Impact of interferometric and random optics, and their industrial applications

Murukeshan Vadakke Matham, Centre for Optical and Laser Engineering, School of MAE, Nanyang Technological University, SINGAPORE 639798

e-mail: mmurukeshan@ntu.edu.sg address

Optics technology that focuses on semiconductor, biomedical, and energy sectors in the recent past has seen the impact of micro-and nanoscale patterning and its dimension control, a challenging trend to achieve smaller features or devices with micro- or nano-scale features. This automatically demanded the need for achieving much smaller features beyond the forecasted sub 30nm fabrication methodologies. Hence, there is significant push for smaller dimension recently that has posed many challenges. In this context, a new branch of conventional and nearfield optical concepts started emanating for improving patterning resolution has started developing. These approaches have been receiving considerable attention for its ability to produce high-density sub-wavelength features at the micro- and nano-scale levels for their applications in a variety of fields ranging from engineering, semiconductor to healthcare. This plenary talk will be covering the above-mentioned aspects focussing on the in house developed concepts and technologies in the related areas by the author’s group.

The talk will initially detail the need for using visible or near UV wavelengths for patterning and explore how interferometric concepts can enable such approaches. It will then detail the development and instrumentation details of a multi-beam laser interferometric lithography system for conventional and near field optics assisted patterning at the micro- and nanoscale. These patterned structures are then demonstrated for semiconductor applications detailing the challenges faced in meeting the forecasted technology nodes of sub-30nm features. This will then be followed by novel nanoscale patterning approaches using random optics such as the recently proposed and innovative speckle lithography. This has proven to make reliable hydrophobic, hydrophilic surfaces, and black or white silicon structures for potential industrial applications. The talk will conclude by highlighting the current and future research challenges using periodic and aperiodic patterns obtained by interferometric approaches for high resolution imaging and the use of random optics concepts for high contrast high resolution imaging.

Majority of the research results presented in this talk were financially supported through COLE-EDB Funding and by the Ministry of Education, Singapore, under its Academic Research Fund Tier 1 (RG119/21).
Probing solids, liquids, and meta-devices by THz Time Domain Ellipsometry

Antonello Andreone
Department of Physics, University of Naples Federico II, and
National Institute for Nuclear Physics (INFN), Naples Unit
Naples, 80126 ITALY
andreone@unina.it

Ellipsometry is extensively used in the optical regime to investigate the properties of many materials as well as to evaluate with high precision the surface roughness and thickness of thin films and multilayered systems. Due to the inherent non-coherent detection technique, data analyses in optical ellipsometry tend to be complicated and require the use of a predetermined model, therefore indirectly linking the sample properties to the measured ellipsometric parameters. Time-domain techniques recently developed in the THz region make possible instead ellipsometry based on a coherent detection approach that provides in a simple and direct way the measurement of the material response. In this talk, I will give an overview of the emerging field of THz time domain ellipsometry. After a brief description of the THz spectroscopy, the general features of a ellipsometric setup designed and manufactured in-house and operating in time domain will be introduced, putting in evidence similarities and differences with respect to the classical optical counterpart. To back up and validate the study, results of ellipsometric measurements carried out on different systems in the frequency range 0.1-2 THz will be presented. I will first show experiments performed on semiconducting Silicon samples with different doping level. With the ever-increasing demand for semiconductors with widely tunable carrier concentrations, there is a renewed interest for non-destructive and fast characterization techniques that are capable of measuring very high carrier concentrations. Then, I will focus on experiments probing the THz dynamics - at a mesoscopic level - of different aliphatic alcohols and the corresponding aqueous solutions. Recently, H-bonding mechanisms and the competing effects produced by the amphipathic nature of the solute in water-based mixtures are catching a great deal of attention in many different biological, chemical, and engineering applications such as biosensing, solution chemistry, aquametry and aquaphotomics, agri-food, energy, protein hydrolysis. Finally, I will present preliminary results on the use of variable angle spectroscopic polarimetry for the characterization of digital metasurfaces, a first step towards the fruitful exploitation of THz time domain ellipsometry for testing RIS (Reconfigurable Intelligent Surfaces) in new generation telecommunications systems.
Invited Talks

R.Prasanth, UNESCO Madanjeet School of Green Energy Technology, Pondicherry University, Kalapet, Pondicherry 605014, India
prasanth.get@pondiuni.edu.in, prasanth.ravindran@gmail.com

Machine learning techniques have witnessed remarkable growth and innovation in recent years, driven by emerging trends in the field. One of the promising applications of machine learning is the prediction of solar photovoltaic (PV) energy generation, which is crucial for efficient grid management and renewable energy integration. This abstract provides an overview of the relevance and significance of using machine learning methods such as Linear Regression, Support Vector Machines (SVM), and Multilayer Perceptron (MLP) for solar PV energy prediction within the context of emerging trends in machine learning.

Accurate prediction of solar PV energy generation is essential for grid stability, energy management, and the integration of renewable energy sources. Traditional methods based on weather data and historical patterns often need to catch up in capturing the dynamic nature of solar energy generation. Machine learning techniques offer a data-driven approach to address these challenges, allowing for more precise and real-time predictions. Solar PV energy prediction aids in optimizing energy distribution, reducing operational costs, and mitigating the intermittency of solar power.

This abstract compares the performance of three machine learning techniques - Linear Regression, Support Vector Machines (SVM), and Multilayer Perceptron (MLP) - for solar PV energy prediction. Linear Regression is a simple and interpretable model that forms a baseline for comparison. SVM is known for its ability to handle non-linear data and robustness to noise. MLP, as a neural network architecture, can capture complex relationships in the data.

The analysis considers prediction accuracy, model complexity, scalability, and adaptability to changing conditions. Moreover, the study discusses the importance of feature selection and engineering in enhancing the predictive power of these models. It also considers the impact of real-time data and the role of ensemble methods in improving the reliability of predictions.

In conclusion, using machine learning techniques in solar PV energy prediction aligns with emerging trends in machine learning, offering a data-driven, adaptive, and accurate approach to address the challenges posed by renewable energy integration. The comparative analysis of Linear Regression, SVM, and MLP sheds light on the strengths and limitations of each method, providing valuable insights for researchers and practitioners in the field of solar energy prediction and energy management.

Inverse Design Techniques for Photonic Integrated Circuits

T Srinivas and Preetam Kumar
ECE Dept, Indian Institute of Science
tsrinu@iisc.ac.in

Computational techniques are necessary to design and analyse complex photonic integrated circuits. Functional approach based on AI/ML techniques are emerging as powerful methods to design photonic integrated circuits. Given a function, such as demultiplexing, direct approach involves taking a standard structure like a directional coupler and tracking whether it meets the required functionality. In the inverse
design techniques (IDT), specific structure is not assumed but by using AI/ML techniques arbitrary structures are tested for their functionality. Due to iterative and deep learning approach there is good possibly for quick convergence, along with possibility to include several design parameters. In this talk various aspects of functional design approach and IDT are described and applied to specific functional cases, such as a mux/demux, and spectral characteristics of a TiO2 – SiO2 based multilayer thin film device.

**Optical Biopsy - Multimodal and Multispectral Optical Point-of-Care Devices for Early Cancer Screening and Diagnosis**

*Dalip Singh Mehta*

*Bio-Photonics and Green Photonics Laboratory, Department of Physics*

*Indian Institute of Technology Delhi, Hauz Khas, New Delhi 110016, India*

*E-mail: mehtads@physics.iitd.ac.in*

Recently variety of optical techniques have been developed for cancer screening and diagnosis. These include optical imaging, microscopy, and various spectroscopic techniques. Among imaging and microscopy; polarization imaging and microscopy, quantitative phase microscopy, and optical coherence tomography have been used for cancer screening and diagnosis. Optical spectroscopic techniques include diffuse reflectance spectroscopy, auto-fluorescence, fluorescence spectroscopy and Raman spectroscopy which have great potential for in-vivo cancer screening and diagnosis in real-time with high specificity and sensitivity. Most of these techniques are not-contact, non-invasive and can be implemented in-vivo leading to real time cancer screening and diagnosis. So far most of these techniques are implemented individually therefore the accuracy of cancer diagnosis is less. Hence invasive histopathology is still dominant for cancer diagnosis and is treated as the gold standard. But histopathology requires long process, takes long time for diagnosis and subjective.

We report convergence of multimodal and multispectral optical imaging and spectroscopic techniques for early cancer screening and diagnosis [1-7]. These are point-of-care devices leading to real-time /in-vivo optical biopsy. We have developed multimodal and multispectral optical devices for tumour margin detection during breast cancer surgery and in-vivo fast oral cancer screening and diagnosis of cancer. Auto-fluorescence and fluorescence spectroscopy and imaging are most important techniques for cancer screening which have been developed indigenously by our group. Auto-fluorescence spectroscopy provides information about native fluorescence, and which is molecular specific and provides important information about cancerous and precancerous state of molecular composition compared to normal tissue. Fluorescence spectroscopy and imaging is mainly used for contrast enhancement during intra-operative procedure to guide complete removal of tumour margin detection. But we found significant spectral changes in fluorescence spectra of cancerous and non-cancerous tissues [1-5]. Experimental results spectral changes of pre-cancerous and cancerous cases will be discussed. We have implemented machine learning and AI based methods to classify the results of cancerous, pre-cancerous, and normal tissues. We have also implemented surface enhanced Raman spectroscopy-based technique for molecular finger printing to validate our results. Microstructural features of tissues and cells is important for diagnosis of cancer [7]. We have developed micro-spectro-endoscopic device of simultaneous microscopy and fluorescence spectroscopy of cancerous and non-cancerous tissues during intra-operative procedure and in-vivo. Both auto-fluorescence and fluorescence spectroscopy and microscopy have been demonstrated.

The main outcome of the developed point-of-care devices is the use optical technologies in hospitals and clinics for the benefit of mankind. In low resource setting developing world, moving cancer treatments out of specialized centres and into local clinics or small hospitals could significantly lower healthcare costs.
travel time and leading to early diagnosis and treatment. We have developed a field-portable multi-spectral and multi-modal devices, which are point-of-care devices for the consistent and cost-effective screening of oral, cervical and breast cancer patients. These techniques are non-contact and non-invasive and are reliable methods. Prototypes developed and installed at AIIMS Hospital New Delhi. The novelty and innovation is non-contact and non-invasive/minimally invasive technology based on field-portable multi-modal high-resolution fluorescence spectroscopy and imaging for in-vivo diagnosis of breast and oral cancer. Leading to label-free, fast screening and diagnosis of cancer without staining.
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Recent developments in diagnostic technologies for oral cancer screening

Santhosh Chidangil
Centre of Excellence for Biophotonics, Department of Atomic and Molecular Physics, Manipal Academy of Higher Education, Manipal-576104
Email: santhosh.cls@manipal.edu

Newer methods for cancer diagnosis are mostly based on biophotonics technologies which deal with the
study of the interaction of light with living systems. It is a continuously growing field, where the properties of electromagnetic radiation are utilized to address biomedical problems. Among several biophotonics technologies, Laser spectroscopy is popular in medical research to probe molecular structure-function and interaction mechanisms to detect, diagnose, and treat diseases in cheaper, faster, and non-invasive ways. Laser Induced Fluorescence techniques combined are found to be easily extendable for the in vivo screening and detection of oral cancer. The biophotonics team at MAHE has developed a portable oral cancer screening device based on autofluorescence characteristics of tissues for in vivo applications. The system was tested for more than 350 volunteers which includes normal, premalignant, and malignant conditions, and found that the sensitivity and specificity are more than 90% each. Salivary protein analysis using locally assembled high-performance chromatography combined with laser-induced fluorescence technique is another non-invasive method developed and tested by the team for the detection and screening of oral lesions. The talk will cover the recent developments in oral cancer diagnosis technologies and details of the biophotonics devices developed by the research team at MAHE, Manipal.

**Holographic generation of complex light beams for communication and metrological applications**

*Bosanta Ranjan Boruah, Computer generated holography and Optical imaging Laboratory, Department of Physics, IIT Guwahati, Assam-781039*

e-mail: brboruah@iitg.ac.in

Computer generated holography realised with a dynamically reconfigurable device can be used to generate laser beams with user defined phase [American Journal of Physics: 77 331 (2009)] and amplitude profiles [Optics Communications: 515 , 128201 (2022)], which together are called complex amplitude profile. In this talk I will discuss dynamic control of the complex amplitude profile of a laser beam using binary holograms written on fast spatial light modulators. We are thus able to modulate both the phase and amplitude of a laser beam and reconfigure them at a rate much higher than the standard video rate. We extend holographic beam control technique to design novel wavefront sensing schemes [Optics Letters: 41 (23), 5600-5603 (2016), JOSA A: 36 (5), 741-750 (2019)] for state of the art metrological applications [Optics Letters: 47(21), 5509 (2022), Optics Letters: 47 (16) 4151 (2022)]. We also further use the technique to develop novel free space communication systems [Communications Physics: 3 203(2020)]. Results from some demonstration experiments will also be presented and discussed in this talk.

**Investigations on turbulence impacted light beams for free-space optical communications**

*S R Lekshmi, Dinesh N Naik and *C S Narayanamurthy

*Applied and Adaptive Optics Laboratory, Dept. Of Physics, Indian Institute of Space Science and Technology(IIST), Valiamala, Trivandrum - 695547*

*C S Narayanamurthy: murthy@iist.ac.in

There is a renewed interest in wave propagation analysis through atmospheric turbulence and turbid media because of its wide range of applications ranging from astronomical to biomedical imaging. Researchers have been constantly trying to optimise the free space optical communication systems without or with the minimal use of adaptive optics system. Some of optimization techniques are altering their degree of coherence, and degree of polarization, or using different classes of beam shapes. In this lecture, we demonstrate that by passing different classes of light beams through a laboratory level turbulence simulator to see their potential to be used in free space communication systems. In the first part, the Fried coherence
length which is an important parameter of atmospheric turbulence is measured using the rotating pseudo random phase plate which mimics atmospheric turbulence. The autocorrelation function generated from the quantitative properties of a rotating PRPP in one of the arms of a Mach-Zehnder interferometer is used in this new method for finding Fried parameter. Then the wave propagation analysis of partially coherent Gaussian-Schell model beams, zero order Bessel-Gaussian beams and partially coherent Gaussian vortex beams through a rotating pseudo random phase plate are extensively analyzed for the suitability of them for free space optical communications with minimum or no adaptive optics. In all these analyses, the effect of turbulence is quantitatively characterized by calculating their scintillation index, beam wandering and Zernike polynomials and qualitatively by finding the intensity line profiles at the laboratory level. The experimental results are further extended and verified using simulations. It is found that certain classes of beams under certain criteria show more resilience to the impact of turbulence making them desirable for free space optical communication. Further, the phenomenon of enhanced backscattering is studied using Laguerre Gaussian and Bessel-Gaussian beams. These beams are focused onto a detector after passing through a rotating dynamic turbulence twice. After passing through, the backscattered light beams are examined. When a beam is reflected off from a retro-reflector, it exhibits enhanced backscattering and with a typical Gaussian beam, the amplification factor approaches two, and it decreases as the topological charge increases. The Bessel Gaussian beam also exhibits enhanced backscattering, with an enhancement factor comparable to that of Gaussian beam. Along with the increased backscatter, the endurance of the BG beams is also preserved as compared to the other incident beams.
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Performances of Electro-optical Sensors in Turbulence

SK Mishra
Instruments Research and Development Establishment, Dehradun-248008
skmishra.irdc@gov.in

Electro-optical sensors when used in various type of random media such as Atmospheric, Seawater and Aero dynamic turbulences [1], their performance significantly compromised as per the uses scenario. This need to be properly studied for providing remedial solutions or specifying the performance limitations. Adaptive optics [2] is a one hardware based solution but it is costlier affair. The talk includes the effect of non-homogeneous turbulence [3-4] on the performance of Adaptive Optical Sensors and their uses for various Defence Applications. Comparison of well-known Kolmogorov and Non-Kolmogorov models and their uses will be presented in detail with an example scenario.
Optical fiber designs tailored for specialty applications

Somnath Ghosh¹, Ajanta Barh², Sonali Dasgupta³, R.K. Varshney⁴, M.R. Shenoy⁴, Kamna Pande⁵, and Bishnu Pal*⁶

¹Physics Department IIT Jodhpur, ²DTU Lyngby Denmark, ³STEMMonsters Bangalore, ⁴Physics Department IIT Delhi, ⁵Mahindra University Ecole Centrale School of Engineering Hyderabad 50043

*e-mail: bishnu.pal@mahindrauniversity.edu.in

Optical fiber telecommunications have revolutionized long-distance communication in the last century, and have enabled the current internet-driven information technology revolution. Today, one billion plus Internet users worldwide exchange over 2,000 Petabytes of data every month, most of which is carried by undersea optical fiber cables. One Terabyte transmission implies transmission of almost 15,625,000 simultaneous telephone conversation. Fiber-to-the-home continues to expand its footprint, bringing high-quality and low-cost voice, video, and data services to our doorsteps at high speed. Both these developments have significantly impacted the lives of people all over the globe. Equally important is the quiet revolution that took place with the diversification of optical fiber technology into allied fields like sensing, imaging, high-power lasers, lighting, displays, etc. Fiber optic sensors have found wide-ranging applications from structural health monitoring of civil structures like buildings, bridges, aircrafts to securing perimeters sensitive defence installations and airports, sensing hazardous chemicals and biomedical markers. Fiber-based sensors are a multi-billion-dollar industry today. Endoscopes, example of earliest uses of fiber optics in biomedical instrumentation, are extensively used for in vivo imaging of biological tissue within e.g. stomach of a human body. Today, fibers are used for imaging as well as for drug delivery, photodynamic therapy, laser-assisted surgery, etc.

Rare-earth doped fiber amplifiers are one of the early success stories of high-capacity, broadband fiber-optic networks. These developments also paved the way for development of industrial grade kW power fiber lasers (lasers are essentially optical amplifiers converted to an oscillator through optical feedback), which now compete with conventional lasers in peak power and beam quality, while being more compact, energy-efficient, and offering greater ease of operation. Today, both single-mode (~ 10 kW) and multi-mode fiber lasers emitting (~ 100 kW) when combined outputs of several individual lasers are used to maximizing output power.

In this talk we will attempt to show that besides signal carrying legacy fibers like SMF-28/G-652, NZDSF/G655 fibers, there exist a big demand for application-specific specialty fibers. Several examples can be cited like dispersion compensating fibers for telecom networks, rare-earth doped fibers for signal amplification/fiber lasers, highly non-linear microstructured fibers for Supercontinuum light generation, or Chalcogenide/plastic fibers for Mid-IR/THz generations and transmission through wavelength translation, hollow core fibers for extremely low loss propagation, multicore fibers for space division multiplexed high volume signal transmission and so on.
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Emerging trends in wavelength-modulated tunable diode laser spectroscopy

Arup Lal Chakraborty
Electrical Engineering, IIT Gandhinagar, Gandhinagar 382055
arup@iitgn.ac.in

Trace gas sensing in outdoor settings has assumed special significance in the Indian context due to the alarming deterioration of air quality in several major cities. It is necessary to develop city-wide, mobile air quality monitoring systems that can track emissions in real-time. The biggest challenge in this kind of work is to ensure that the measurements are not restricted to fixed ground locations but are carried out in vehicle-mounted and airborne systems so that high spatial-temporal resolution of measurement is achieved. The need to deliver highly reliable measurements despite the harsh outdoor conditions is also a very challenging problem that can only be effectively addressed through a blend of advanced photonic techniques, robust engineering of systems and clever data processing algorithms.

The vibrant field of tunable diode laser absorption spectroscopy (TDLAS) for trace gas sensing received a shot in the arm thanks to the development of frequency-agile quantum cascade lasers (QCLs) that emit very deep in the mid-infrared region of the spectrum that is known as the fingerprint region because molecules have their unique absorption signatures there, and the absorption is very strong. This talk will provide an overview of the emerging trends in this area and then describe our efforts towards the development of high-sensitivity mid-infrared (and near-infrared) TDLAS systems that have been trialled extensively in Ahmedabad, Gandhinagar and Mount Abu. The talk will first introduce the principle of wavelength modulation spectroscopy (WMS), and then compare the two popular regimes namely, 1f WMS and 2f WMS, to bring out the merits and demerits of the two approaches. The focus will then shift to a recently developed 1f WMS technique [2] that has been shown to have significantly lower detection limit compared to the 2f WMS technique. The engineering aspects will then be described with specific focus on this robust calibration-free 1f WMS technique that makes the system extremely resilient to large, small, slow and rapid signal variations that arise due to inevitable opto-mechanical instabilities. The talk will conclude with a set of results from various measurement campaigns that we have been undertaken by the Photonic Sensors Lab at IITGN.
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Few-Mode and OAM Mode Optical Fibers for Mode Division Multiplexing Communication Systems

Vipul Rastogi1,2*, Ishani De1
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The transmission capacity in single-mode fiber is soon approaching the Shannon limit of 100 (~Tbit/s) [1]. With all the degrees of multiplexing, like wavelength, polarization, amplitude, and phase exhausted, space
division multiplexing (SDM) is the solution to the forecasted upcoming capacity crunch. Mode division multiplexing is a subset of SDM in which orthogonal spatially overlapping modes are employed as distinct data routes. Depending on the number of modes utilized, the transmission fibers in MDM can be classified into few-mode and multimode fibers [2].

The erbium-doped fiber amplifier (EDFA) is an integral component in fiber-based optical communication systems. We have designed an annulus core few-mode fiber amplifier for the amplification of the LP\textsubscript{01}, LP\textsubscript{11}, LP\textsubscript{21}, and LP\textsubscript{31} mode groups [3]. For amplifiers in MDM communications, gain equalization is very important, i.e., differential modal gain (DMG) should be very low. Using single trench ring core FM-EDFA, we included amplification of LP\textsubscript{41} mode and decreased the DMG to 0.45 dB while having the modal gain of more than 20 dB [4].

In our recent work, we have used orbital angular momentum (OAM) modes as an orthogonal modal basis set for MDM systems. OAM modes allowed us to increase the information carrying capacity by more than 5 fold due to orthogonality between OAM modes with different topological charges \(l\). With OAM modes, we were able to reduce the DMG of OAM-EDFA substantially to below 0.2 dB. We have proposed an OAM EDFA based on index guiding circular photonic crystal fiber amplifying 20 OAM modes with a gain excursion of less than 2 dB and noise figure of less than 4.2 dB [5]. We have also designed transmission fiber for 42 OAM modes across the C band and studied the characteristics of the supported modes in the fiber [6].
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Design and development of fiber optic acoustic sensor, polarizing beam splitter, and flexoelectric generator
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Optical device devices are an indispensable part of our day-to-day life, including electro-optic devices, sensors, displays, and acousto-optic devices. Integration of liquid crystals (LCs) with optical devices makes them tunable, which makes it a promising device for advanced optics. In the recent decade, we have successfully developed LC-based optical waveguides [1], beam steering devices [2], and sensors [3]. In the most recent work, we developed an LC-based active beam splitter, optical fiber cantilever-based acoustic sensors, and an LC polymer film-based flexoelectricity generator. A brief description of these works is explained as follows:

We demonstrated a polymer film-integrated optical fiber cantilever-based low-frequency acoustic sensor with a significantly high sensitivity [4]. The laser light is coupled from an input fiber to an output cantilever fiber where the input fiber is kept fixed, and the cantilever is free to vibrate under the acoustic
pressure, resulting in variation in the transmitted light as shown in Fig.1. We achieved a large signal-to-noise ratio of 70 dB with a high sensitivity of 958 mV/Pa at its resonance frequency. This sensor is advantageous over the previous investigations in terms of its high sensitivity, large signal-to-noise ratio, and low minimum detectable pressure using simple fabrication methods.

We have also developed and fabricated an LC-based active polarization beam splitter (PBS) using the principle of total internal reflection [5]. The fabricated LC-PBS is operated in two different modes: non-splitting mode and polarization splitting mode. The externally applied voltage can switch the mode of the PBS, which makes the device active and flexible (see Fig. 2). The device exhibits fascinating advantages, which include bistability with highly stable modes, a large splitting angle along with wider operating range.

Currently, we have successfully introduced LCs in the field of energy harvesting applications to study the flexoelectric effect. The LC molecules were successfully embedded inside the polymer composite matrix to enhance the dielectric properties and the flexoelectric coefficient of the composite film.
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Fig. 1. Fiber optic acoustic-optic sensor.                                Fig. 2. LC-based polarization beam splitter.

Semiconductor Quantum Dot Glass Engineering for Photothermal, Photocatalytic, and Photoluminescence Applications using Solar Energy
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The importance of quantum dot materials for optoelectronic and light-emitting applications was recognized more than 40 years ago, culminating in the Nobel Prize in Chemistry in 2023[1]. Although the semiconduc-
tor divalent chalcogenides have been extensively researched for catalysis and photoluminescence\cite{1}, the photo-induced degradation has remained a major barrier for much wider applications in adverse environment. In this presentation, the mechanisms of photothermal, photocatalysis, and photoluminescence properties of CdS/MnS dispersed Q-dots in a silicate glass matrix are explained. The importance of controlling the Q-dot size and size distribution in maximizing the energy transfer from solar spectrum to physico-chemical and photothermal process is explained by analysing the UV-visible, Raman, heat transfer, catalysis efficiency data.

The results of solar energy harvesting for photothermal, photocatalytic\cite{2}, and photoluminescence applications are exemplified in Figures 1a to 1c, respectively.
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**Improved Interferometric Configurations for Tilt Measurement at Nanoscale**
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Interferometric methods serve as a convenient tool for the measurement of tilt with high sensitivity. The applications of the measurement of small tilt angle range from leveling devices to planetary measurement, coordinate measurement methods etc. The Michelson interferometer is most commonly used to measure tilt angle where any one of the mirrors or both mirrors are rotated to obtain the fringe pattern \[1\]. However, the lower limit of measurable tilt is limited by the beam size and associated optics. As the fringe width increases with decrease of tilt angle, one would reach a limit where the width of the bright fringe equals the
beam size. Below this tilt, we cannot distinguish between a bright fringe of width greater than the beam size and a fringe free field. This can be overcome if we increase the sensitivity so that we obtain some fringes within the beam and thereby could measure the fringe width.

We present some improved interferometric configurations where the sensitivity of measurement is highly enhanced and thereby the lower limit of tilt measurement is pushed down. The modified configurations of Michelson interferometer and Cyclic interferometer presented here would provide double or manifold sensitivity. The Michelson Interferometer has been modified by incorporating a mirrored right angled prism for doubling the sensitivity[2]. The improvised Cyclic Interferometer uses a Double Sided Mirror (DSM) and two parallel mirrors to introduce multiple reflections between DSM and mirrors and thereby increasing the sensitivity several fold [3]. Tilts as low as 500 nano radian have been measured accurately. The incorporation of polarization in these interferometers would further enhance the sensitivity and tilts at nanoscale could be measured which could not be achieved by existing interferometric methods. The various existing methods of tilt measurement along with the proposed novel method shall be presented.
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Interferometry: a continuing saga of surprises
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I will dwell on two interferometric arrangements that are counter-intuitive, and yet full of promise. One involves interferometric arrangement to quantify Quantum tunnelling, wherein the arms of the interferometer are dominated by evanescent fields - tunnelling - and has the potential to accurately measure the Hartman effect – both in the temporal and the spectral domain. The second one involves polarization-based interferometer wherein the phase differences between the arms of the interferometer are mapped on to the polarization content of light and little occurs in the intensity of the light. The second interferometer has the potential to invoke the geometric Pancharatnam phase to sieve out information about sub-wavelength features.
Nonlinearity in phase accumulation in optical interference
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dineshnnaik@iist.ac.in

In optical metrology, the phase difference between interfering fields is analysed through the recorded intensity, interferogram. The techniques to enhance the sensitivity of the phase detection in optical interferometry will be presented with an emphasis on the recent progress achieved in the field of optical metrology. In many amplified sensing schemes such as weak measurements and spectral switches, the out-of-phase interference or the orthogonal projection of the field is shown to induce large shifts in the centroid of the measured intensity distributions. In this talk, we relate those effects to the non-linearity in the phase of interference or phase accumulated by the superposed fields upon interference. The phase of the resultant field is recently shown to vary non-linearly for a linear variation of phase difference between the interfering fields. The detection of phase of interference can have potential application in sensing very small phase differences through amplification. Experimental demonstration using a modified Michelson interferometer will be discussed where the phase shift introduced by one of the beams in a tilted three-beam interference is shown to induce amplification in phase of two beam interference when measured with respect to the third beam acting as reference. The phase of interference exhibiting non-linearity is applied to the low coherence interferometry in which case, the non-linearity in the accumulation of spectral phase of two beam spectral interference as function of path delay is observed.

Holographic Optics for High Functional AR/VR Displays
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Augmented reality (AR) and virtual reality (VR) displays are attracting great interest due to their wide range of applications including education, entertainment, training, gaming, healthcare etc. These displays are head worn and therefore demand smallest possible size and minimum weight of the system. AR displays need to have see-through capability so that the virtual information from the display source could be seamlessly merged with the real environment information. This makes design and manufacturing of AR displays more challenging as compared with the VR displays. In AR displays an optical beam combiner is required to combine the virtual information with the real information, while VR displays uses a reflector only to steer the virtual information towards the eyes of the viewer. Parameters of the beam combiner in AR displays need to be optimized so that it does not distort the information of real scene passed through it as well as the virtual information reflected by it towards the viewer. Different technologies such as conventional optics, freeform optics, segmented mirrors, diffractive optics, metasurfaces and holographic optics etc. are being explored and used to improve functionality of the AR/VR displays. The information of display source guided through an optical waveguide result in compact systems with wearable form as compared to the displays realized with free space optics. Use of conventional optical elements as in-coupler and out-coupler of the waveguide increase size and weight apart from decreased photometric performance. Holographic optical elements also known as holographic optics are very thin, light weight and provide high photometric performance compared with conventional optics. Holographic optics selectively diffracts desired wavelength towards the viewer with high efficiency and allow high transmittance at other wavelengths without introducing any additional aberration in the transmitted light.
Thus, holographic optics provides high functionality for wearable AR/VR displays. We have developed a model based on Bragg degenerate condition for designing and fabrication of high-performance holographic waveguide couplers. Effect of the properties of the display source and the photopolymer materials on the waveguide-based displays are also studied. The fabricated holographic waveguide-based displays and their performance parameters are presented and discussed.

Decoding reflected light for optical metrology
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Reflected light from a dielectric or metallic surface contains a host of information related to the reflecting interface. In total internal reflection (TIR) the phase of the reflected amplitude for TE and TM components of polarization are a function of the angle of incidence and the refractive indices of the pair of media involved in the process. It is therefore possible to determine the refractive index and its variations of the reflecting interface. Combined with a suitable microscopic imaging system, the evaluation of refractive indices of biological samples are therefore possible. Unlike interferometric methods this technique is nearly independent of the thickness variations of the sample provided that the thickness of the sample greater than a few microns. It will also be shown that transmission and non-TIR reflection measurements can lead to evaluation of the same physical parameters of the reflecting interface including the roughness of metal surfaces with a resolution of tens of nanometers and the complex refractive index of metals. Utilizing normal reflection (instead of TIR) it is possible to achieve the same results. The principles behind these methods will be presented and will be substantiated by experimental results.

Interface engineering materials for Photonics Applications

Sajan D. George, Centre for Applied Nanosciences, Department of Atomic and Molecular Physics, Manipal Academy of Higher Education, Manipal, Karnataka, India – 576 104

sajan.george@manipal.edu

Interface engineering to tailor the properties has been now finding applications in diverse areas including photonics. One of the important surface properties that are currently being exploited is surface wettability which is normally quantified in terms of an equilibrium water contact angle. Inspired by naturally occurring surfaces that exhibit extreme wettability behaviour, researchers are currently employing various physical and chemical methods to create surfaces of desired wettability properties and explore their photonics applications. By replicating the rose-petal inspired surfaces created on the polymer (PMMA) via femtosecond laser patterning onto a flexible soft elastomer (PDMS) using the soft lithographic technique, we demonstrated the surfaces that exhibit superhydrophobicity and underwater superhydrophobicity for the first time [1-2]. Upon incorporating plasmonic nanoparticles via in-situ reduction, we achieved superhydrophobic surface-enhanced Raman scattering substrates [3]. These photonic substrates provide the advantage of concentration enrichment while providing a large Raman scattering enhancement factor that allows the detection of the femtomolar. In pursuit of creating a cost-effective plasmonic droplet analytic assay platform, we demonstrated by exploiting a water contact angle difference of 180°, it is possible to self-partition a sliding microliter droplet into picoliter droplets [4]. Further, we developed a strategy to optically print the plasmonic particles along with the analyte via optothermal forces and finger-printed molecules via SERS technique [5-6]
A prophylactic strategy for Global synthesis of Optical and Photonic Systems
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Most optical or photonic systems used in practice constitute a lens subsystem that carries out the core optical functions of the system. The term ‘lens’ is used in an extended sense to indicate all refracting, reflecting, and diffractive elements used in the system. In practice, optimal design of these elements pertaining to specific requirements of different applications poses a major challenge in optical system design, except for the trivial cases. Despite the ready availability of powerful optical design software, real success in optical system design calls for the experience and ingenuity of the designer in working out the structural design layout for specific problems.

To facilitate the same, a prophylactic strategy to obtain globally or quasi-globally optimum solutions for the nondeterministic polynomial (NP) time-hard problem of lens design optimization has been developed. The inherent “curse of dimensionality” associated with this problem can be circumvented by taking recourse to a synergistic combination of top-down and bottom-up approaches. The strategy leads to a systematic approach to the global synthesis of optical and electro-optical systems, obviating thereby the need for the use of suboptimal makeshift solutions often used in practice.

The essential point in the whole approach is to realize that a “good” optical system can only be obtained by a combination of “bad” components. However, the defects of these bad components cannot be arbitrary; a good system for a given configuration calls for specific defects in its components or modules. The strategy advocated in this talk does not only lead to globally or quasi-globally optimum solutions for conventional optical systems, but it also provides cues for the efficient use of unconventional optical elements, e.g., aspheric, gradient index (GRIN), diffractive or freeform elements in emerging applications.

For a complex system consisting of several modules or components, our strategy enables optimal modification of part/parts of the system or the system as a whole. Globally optimum values of desirable defects for each of the modules to be modified are determined first with the help of evolutionary programming. Next, a combination of semi-analytical procedures and global optimization techniques are utilized for synthesizing each of the defective modules. At each stage, appropriate measures are incorporated to
prevent undesirable occurrence of higher order aberrations in the system. Lastly, the overall system obtained thereby is re-optimized again with the help of a local optimization algorithm by using the available degrees of freedom.

Our prophylactic strategy, briefly enunciated above, does not only reduce significantly the role of heuristics in optical design, but it also enables a better understanding of the behaviour of modules comprising the optical system. The strategy is based on aberration theory, local optimization algorithms, and evolutionary programming. Some illustrative examples are presented.
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An in-house constructed confocal fluorescence microscope and its applications
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Confocal fluorescence microscopy is an indispensable tool widely popular in biology research due to its capability to acquire cross-sectional images of cells and tissues noninvasively. However, the commercial confocal microscopes available today have an inflexible design and are prohibitively expensive for individual laboratories and research groups. Here, we report on the design and development of a cost-effective dual-channel confocal laser scanning fluorescence microscope [1] and its applications in different research areas. In particular, we will discuss the application of the microscope in studying biomolecular transport through nuclear membranes and present results on the nuclear transport of dextran molecules, graphene quantum dots, and gold nanoparticles. We will also show how the same microscope design can be used to carry out photothermal and multiphoton imaging with minimal modifications to the setup [2]. Applications of the microscope in detecting single photon emission from colloidal quantum dots will also be discussed briefly.
(Left) Optical layout of dual fluorescence channel confocal microscope using lasers having wavelengths 488nm and 543nm. 
(Right) Image of fluorescently labeled Muntjac skin fibroblast cells (Alexa Fluor 488 phalloidin labeled actin filaments and Alexa Fluor 555 tagged Mitochondria) acquired using a dual fluorescence channel confocal microscope.

Time-lapse confocal images depicting passive nuclear import of FITC-labeled dextran molecules having a molecular weight of 20 kDa across the HeLa cell nucleus. The frames show an increase in fluorescence intensity inside the nucleus with time.
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Evolution of a laser-produced Tungsten plasma in the early stages
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In this work, a nanosecond pulsed laser (1064 nm, 7 ns) is used to generate laser-produced plasma (LPP) from a Tungsten target, which is then analysed using several techniques such as optical emission spectroscopy, laser plasma interferometry, imaging, and shadowgraphy. The ambient pressure range is set between 10-400 Torr. Measurements show that plasma temperature and number density are significantly affected by the ambient pressure. The plume expansion dynamics is analysed using linear, shockwave, and drag models (measured using time-resolved imaging). Spectral analysis reveals a strong correlation between the number densities obtained from Saha-Boltzmann and Stark broadening of the H-alpha line (Balmer series). The interferometric method yields number density measurements even when strong continuum emission is present from free electrons. Shadowgraphy is used to observe and measure...
shockwave expansion at atmospheric pressure. Interferometric and imaging results imply that the plasma does not conform to the two-layer model, with radial electron density and plasma emission inhomogeneities arising beyond 75 Torr due to shockwave formation. Despite the inhomogeneities, the plasma remains in Local Thermodynamic Equilibrium (LTE) during the observed time window up to 1 μs. Since for Tungsten the electron impact parameters are unknown, H-alpha is recommended for a more straightforward estimation of number densities, in consideration of the strong linear relationship between the number densities obtained from the Saha-Boltzmann method and Stark broadening of the H-alpha line.

Semiconductor LIPSS: New Insights and Applications
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Laser-induced periodic surface structures (LIPSS) on semiconductors are a fascinating and developing field with potential applications, for example, in the fields of antireflective interfaces, anti-counterfeiting, self-cleaning, anti-fog, and anti-bacterial applications [1-6]. Typically, femtosecond (fs)/picosecond (ps) laser pulses are utilized to create these nanostructures. Herein we discuss the formation of LIPSS achieved using fs/ps pulses irradiation on GaAs and Silicon. Ensuing applications [7-12] from these exotic nanostructures [e.g., sensing hazardous molecules using the surface-enhanced Raman spectroscopy (SERS) technique] will be discussed in the presentation.

Acknowledgments: DRDO is acknowledged for support through ACRHEM [ERIP/ER/1501138/M/01/319/D (R&D)]. Venugopal Rao Soma also thanks the University of Hyderabad for support through the Institute of Eminence (IoE) project UOH/IOE/RC1/RC1-2016. The IoE grant was gotten through notification F11/9/2019-U3(A) from MHRD, India.
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Phosphor materials for lighting and security application

P R Biju
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Phosphor-converted white LEDs caught the attention of researchers in the field of solid-state lighting because of their remarkable properties. A commonly acceptable way of fabrication of pc-WLEDs is by combining YAG: Ce$^{3+}$ yellow phosphor and InGaN blue LED chip using organic binders for white light generation but it suffers chromaticity shift and reduction of luminous efficacy due to thermal and chemical degradation which adversely affect the longevity of WLEDs. Also, the lack of red component in Ce-YAG phosphor results in poor colour rendering index (CRI) and high correlated colour temperature (CCT). Phosphor in Glass (PiG), an inorganic colour converter with excellent heat resistance have been proposed. Several PiG systems with the combination of YAG:Ce$^{3+}$ phosphor with tellurite and silicate glasses for lighting applications with appreciable luminescent properties have been reported. The excellent chemical stability, luminescent properties, heat resistance and high transparency of PiG establish the potential as an inorganic colour converter in WLEDs and other lighting devices.

The development of luminescent security ink for anti-counterfeiting applications is one of the most significant application of phosphors. Tagging anti-counterfeiting labels using luminescent materials to the products that need to be safeguarded its market challenges. When compared to standard fluorescent inks, which generally yield visible emission when excited to UV irradiation, there are numerous potential advantages to using RE doped luminescent security inks for anti-counterfeiting applications. Furthermore, when compared to commercial fluorescent dyes, RE doped luminescent inks exhibit both down conversion and upconversion processes in a single host lattice, making them intrinsically more difficult to copy. Another advantage of RE doped inks over commercially available fluorescent dyes is that the former offer sharper transitions without photo bleaching. Furthermore, RE doped inks can be designed to give the right colour rendering index only at specified excitation power densities, making authentic read conditions even more difficult to replicate.

Ultrafast emergence of an e-h quantum liquid phase in photoexcited low-dimensional MoS$_2$
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In transition metal dichalcogenides (TMDCs) family, MoS$_2$ is a physically and chemically stable and excellent material due to strong spin orbit coupling and large exciton binding energy. In this system, photo-induced dynamics has mostly been studied from the perspective of individual quasi-particles – excitons, bi-excitons or, even, trions - their formation, evolution and decay. The role of multi-body and exciton dynamics, the associated collective behaviour, condensation and inter-excitonic interactions remain intriguing and seek attention, especially in room-temperature scenarios which are relevant for device applications [1]. In this work, we show evidence for the formation and decay of an unexpected electron-
hole quantum liquid phase at room-temperature on ultrafast picosecond timescales in multi-layer MoS$_2$ nanoparticles through femtosecond broadband transient absorption spectroscopy. Unlike monolayer MoS$_2$, nanoparticles synthesized via femtosecond laser ablated in liquid (fs-PLAL) shows these features at room temperature. Our studies reveal the complete dynamical picture: the initial electron-hole plasma (EHP) condenses into a quantum electron-hole liquid (EHL) phase which typically lasts as long as 10 ps, revealing its robustness, whereafter the system decays through phonons. The formation of the EHL phase has an important consequence: the strong interaction between the excitons decreases Coulomb screening leading to a renormalization of single exciton energies. Our measurements capture this essential bandgap renormalization (BGR) in transient absorption spectra over a wide range of pump fluences; the BGR can be as high as 50 meV, as discerned from the time-dependent shift in excitonic resonances [2]. Although the total BGR is a cumulative effect of the quantum EHL phase along with the EHP phase and phonons, we employ a successful physical model to extract each of these contributions using a set of coupled nonlinear rate equations governing the individual population of these constituent phases.
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THz Acoustic Phonon Amplification in Quantum Wells
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An intense source of coherent phonons, a SASER similar to a laser, is useful for various applications like modulation of light at THz frequencies, generation of high-frequency electric signals, and non-destructive evaluation of nanostructures. For such applications, electrical methods for phonon generation are preferred over optical methods owing to the convenience electrical methods provide. Acoustic phonon generation and amplification can be achieved by a Cerenkov process in a semiconductor structure when the electron drift velocity exceeds the velocity of sound. This process can lead to large amplification factors and this process has been studied theoretically. However, experimental studies on high-frequency phonon generation using the Cerenkov process are scarce. The amplification of $\approx 0.4$ THz acoustic phonons in a superlattice (SL) has been previously reported using electrical current in the ampere range, and gain coefficients of $\approx 10^4$ cm$^{-1}$ were achieved. In this talk, we demonstrate the amplification of $\approx 0.45$ THz coherent acoustic phonons in a double quantum well structure embedded in an acoustic phonon cavity. Acoustic phonons generated by the impulsive excitation of an SL by near-IR femtosecond pulses are amplified in a $2\lambda$ acoustic phonon cavity. The cavity encloses a double quantum well (DQW), and the DQW is placed such that the maximum phonon displacement of the cavity phonon mode occurs at the center of the quantum wells. This ensures strong coupling between the drifting electrons and the confined phonons. The strong coupling facilitates the amplification of the cavity phonon mode when electrical current flows along the propagation direction of the phonons. Since the $2\lambda$ cavity is thin ($d \approx 23$ nm), it is easy to achieve electron drift velocity, $v_d = \mu V/d$ exceeding that of the phonon velocity even for modest applied voltages ($V \approx 0.5$ V), which results in small electric currents in the structure ($\approx$ mA). We demonstrate phonon gains of the order of $\approx 10^6$ cm$^{-1}$ for currents in the mA range.
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On-Chip THz Topological Photonics for 6G to XG Wireless
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Global digitalization and the recent rise of artificial intelligence-based data-driven applications have directed their vectors towards terabits per second (Tbps) communication links. The fast-evolving 5G communication network cannot fulfill this demand due to several technological challenges, including bandwidth scarcity, which has stimulated innovative technologies with a vision of 6G communication. Semiconductor and emerging quantum material-based Terahertz (THz) micro-nanotechnologies have been identified as critical candidates for the emerging 6G communication with the potential to provide ubiquitous connectivity and remove the barrier between the physical, digital, and biological worlds. Nonetheless, the existing THz silicon photonic communication devices suffer from backscattering, bending loss, free space path loss and limited data speed. Here, I will describe a new class of quantum-inspired on-chip THz photonic topological devices consisting of low-loss, broadband single channel 160 Gbit/s interconnect and 100 Gbps wireless devices. Silicon topological photonics will pave the path for augmentation of CMOS-compatible hybrid electronic-photonic driven terahertz technologies, vital for accelerating the development of future 6G to XG communications that would empower societies with real-time terabits per second wireless connectivity for network sensing, holographic communication, cognitive internet of everything, and massive digital cloning of the physical and the biological world.

Compact Multiplexers/De-multiplexers for On Chip Optical Interconnects
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The physical barrier of the transistor dimension has led the technology towards multicore processors. Such multicore processors require a large electrical interconnect network which consumes ~80% of the microprocessor power and cannot meet the rapidly growing bandwidth requirement. Hence, Silicon-on-insulator (SOI) optical waveguide interconnects are emerging as a replacement to the on-chip and inter-chip copper electrical interconnects. CMOS technology has enabled the integration of SOI photonic...
circuits with electronic circuits on the same substrate. The compact and high-density photonic device integration provides a compact optical interconnect system with large bandwidth and low power consumption [1]. To increase the bandwidth further and decrease the footprint, a multi-mode SOI trunk waveguide can be used with each mode connecting an individual data channel and multiplexers/de-multiplexers to couple/de-couple each channel and the shared multimode bus waveguide. The operation of the multiplexer/de-multiplexer is based on evanescent coupling between the fundamental mode of an input single mode waveguide and the selected mode of the trunk waveguide [2].

It is possible to couple into two modes of a trunk waveguide simultaneously in a single section by using two input waveguides collaterally arranged with the trunk waveguide instead of sequential coupling [3]. This enables the design of compact multi-channel (de) multiplexers. Further, as the silicon waveguide can support two orthogonally polarized modes, TE and TM, it is possible to double the channel capacity of an interconnect by using both the polarized modes [4]. To achieve a further increase in the bandwidth wavelength division multiplexing technique can also be added, employing different wavelengths (1.55 μm and 2 μm) as individual information carriers. [5].
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3D Plasmonic structure on the surface of a tapered optical fiber for the detection of trace chemicals
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We manufactured a 3-dimensional plasmonic structure using gold nanorods (GNRs) on a tapered optical fiber surface, known as an optical fiber probe, to detect and quantify chemicals at a lower concentration. GNRs were deposited using Optical Tweezing, forming a unique grating-like structure on the surface of the tapered fiber. The distribution of the GNRs can be manipulated by tweezing process. Surface Enhanced Raman spectroscopy (SERS) technique was used to obtain the spectrum of a chemical adsorbed on the probe.

The presentation includes the manufacturing process of the probe and its uses to detect chemicals such as (i) Crystal Violet - widely used to prevent diseases and infections in fish; (ii) Rhodamine 6G (R6G)
I will also present the characteristics of the substrate, stability, sensitivity and repeatability. The developed technology can be extended in detecting other chemicals of interest, most importantly, chemicals responsible for climate change and affecting human health.

The plasmonic structure can be used to develop a portable photonic device for detecting chemicals, which will be compact and cost-effective.

Funding: I want to acknowledge the financial support of the Natural Sciences and Engineering Research Council of Canada (NSERC) and the Canada Foundation for Innovation (CFI).
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Combining Metaoptics and Optics for Microendoscopy
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Miniaturisation of optics is required for a variety of applications. In many cases, micro-optics could be used. However, as systems shrink in size, it becomes harder to achieve the desired optical transformation with refractive optics. Metaoptics has the advantage of being both compact, as well as being able to carry out tasks not possible with conventional optics. Multi-level phase elements are simpler to fabricate than diffractive optical elements. In this talk, I will present the basic ideas of metaoptics and how they can be fabricated. This will be followed by a discussion on the challenges of designing optics for a system with limited space, such as a microendoscope. The talk will end with a means by which to design a system with tight constraints that combines metaoptics and conventional optics to achieve imaging.

Reflectionless propagation of beams through a stratified medium

Sounak Sinha Biswas¹, Subhasish Dutta Gupta¹,²

¹Indian Institute of Science Education and Research, Kolkata
²Tata Institute of Fundamental Research, Hyderabad, email: sdg@tifrh.res.in

Since the pioneering work of Kay and Moses [1] on reflectionless potentials, there have been interesting demonstrations of total transmission of wave packets through their two-parameter realization [2], otherwise known as the Poschl-Teller (sech²) potential. The quantum mechanical interpretation ensures the total transparency of the potential with respect to an incoming particle irrespective of the initial kinetic energy. The optical analogue was studied in detail both theoretically and experimentally keeping in view the practical applications [3, 4] as antireflection coatings. It was shown that a stratified medium with reflectionless potential profile can ensure omnidirectional and broadband near-complete transmission of plane waves for both TE and TM polarizations.

The omnidirectional character of the reflectionless profile motivated us to look at the scattering (reflection and transmission) of a finite beam (retaining its vector character) through the inhomogeneous film representing the profile with or without substrate. Recall that by virtue of the angular spectrum decomposition a beam can be considered as a collection of plane waves with wave vectors on and around the central wave vector direction. Recently such an approach was applied to show giant Goos-Hänchen
shift in a stratified medium supporting bound states in continuum [5]. We show that Gaussian and Laguerre-Gaussian beams can be transmitted through the film with <1% reflective losses in most scenarios (see Figure 1). We also discuss the superlative performance of our proposed profile in preserving the beam shape during transmission, and compare these results to a conventional $\lambda/2$ antireflection coating. Furthermore, we demonstrate large lateral and transverse shift of the beam for beams carrying orbital angular momentum, while linearly polarized beams exhibited only Goos-Hänchen shift.

Figure 1. Intensity distribution of incident (a), reflected (b) and transmitted (c) beams, for TE-polarized Gaussian beams incident at $30^0$ on a reflectionless potential. The same results for a Laguerre-Gaussian beam (d, e, f) incident at $60^0$. The red dot indicates the beam centroid.
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Reconfigurable Indefinite Nanophotonics

*Harish N S Krishnamoorthy*¹

¹*Tata Institute of Fundamental Research Hyderabad*
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Indefinite media supporting electromagnetic states with large wavevectors and featuring a hyperbolic isofrequency surface have been shown to exhibit a variety of peculiar properties such as negative refraction, broadband Purcell enhancement as well as nanoscale confinement of light. In this talk, I will discuss how the use of phase change materials in the nanostructure is a very effective strategy to tune these properties on-demand. Specifically, I will give examples of volatile and non-volatile hyperbolic metamaterials where the topology of the optical isofrequency surface can be reconfigured to harness effects such as toggling between negative and positive refraction as well as dynamic control of emission rate of quantum emitters.
White Organic Light Emitting Diodes: Role of excimer, electromer and exciplex

K. N. Narayanan Unni
Centre for Sustainable Energy Technologies (C-SET)
CSIR-National Institute for Interdisciplinary Science and Technology
Thiruvananthapuram-695 019
unni@niist.res.in

Although information displays using Organic Light Emitting Diodes (OLEDs) have become a commercial reality, solid state lighting using OLEDs is yet to make a substantial market penetration. Cost is the main concern and the expensive luminescent dopants and complicated multilayer structures are the factors contributing to the high cost. Hence alternative device structures which are cost-effective are required. In the present talk, details of investigations using excimer, electromer and exciplex structures are presented.

Thermal evaporation technique is used to fabricate organic thin films and blends thereof where excimer, electromer and exciplex emission can be expected. It is further shown that the rate of evaporation and dipolar nature of the constituent layers influence excimer and electromer emissions respectively leading to near-white emission while proper management of exciplex excitons can lead to the same in exciplex structures.
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LIGO-India: A route to innovation

Sunil S
Institute for Plasma Research, Bhat, Gandhinagar, Gujarat. 382428
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The acronym of Laser Interferometer Gravitational wave Observatory is LIGO. LIGO is an instrument to detect signal capable of distorting the space resulting due to cataclysmic event which occurred billions of years ago [1]. The principle behind LIGO is a modified Michelson interferometer which has been made so sensitive that it can measure a distance of 10^{-18}m [2]. To make the detector so sensitive, efforts are made and being made to reach the fundamental limits of science and technology [3].
LIGO is a multi-faceted discipline. It deals with the marvels of engineering like fabrication of large volume vacuum vessel to hold pressure less than $10^{-9}$ mbar [4] to, alignment of optical components to the precision of few millimeters kept few kilometers away. High power lasers making round trips in the interferometer cavity tends to deform the optical components which causes instabilities and dysfunction the operation of detector, mitigating techniques are applied so that LIGO operations are smooth [5]. Control systems provide active feedback to make the instrument stable and working.

LIGO-India will play an important role in trying to understand the place where we live and also supplement us with lots of new ideas.
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A Nonlinear Image Authentication System Based on Double Fractional Mellin Transform
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A dual-user image authentication algorithm is proposed, based on the double Fractional Mellin Transform (FrMT). A security analysis of the nonlinear cryptosystem based on the single FrMT shows its vulnerability. In the proposed system, polar decomposition and sparse multiplexing are additionally applied to generate a ciphertext. Due to sparsification, the decryption does not reveal sufficient information regarding the plain-text, and an authentication step is required for validating the retrieved images. During the encryption process, polar decomposition generates two private keys that are used for authentication. The system has a large key space and is robust against several attacks such as noise-, occlusion-, brute force-, plain-text-, and special iterative attacks. A comparison is carried out with a similar existing scheme. Simulation results carried out using MATLAB™ 2020a demonstrate the robustness and efficacy of the proposed algorithm. and may be extended to color images, audio, and video in future. The system can be a potent system for use in corporate offices, banks, hospitals, and government agencies. etc.
Fig: (a) Encryption process, BRAM (Binary Random Amplitude Mask, (b) Decryption-cum-authentication process, NC (Nonlinear Correlation) (Ref.1)
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Moving towards Pb/s transmission links

*Deepa Venkitesh*

*IIT Madras, India*

Proliferation of wireless technologies and the internet has led to an unprecedented demand in capacity in the backbone optical communication networks. Optical communication links have transitioned from intensity modulated direct detection systems to coherent communication in the long-haul links, and similar trends are observed in the recent years even in short distance links. In this talk, we will review the progression of methods and schemes to achieve very high-capacity transmission, challenges faced in such implementations and some mitigation strategies. We will also discuss the prospects from the Advanced Optical Communication Testbed project, funded by the Department of Telecommunication, Govt. of India.

Understanding the optical materials for optoelectronic applications

*Dr. Suhas M. Jejurikar,*

*National Centre for Nanosciences and Nanotechnology, University of Mumbai, Kalina Campus, Santacruz (E), Mumbai 400092*

*e-mail: suhas.j@nano.mu.ac.in*

Zinc oxide is one of the important materials for several optoelectronic applications. Hence the material is explored not only for the applications point of view but also to in rich the fundamental understanding of
materials. Concerning zinc oxide the defect related intrinsic optical behavior is of interest since from the past, where the assignment of emission (optical) properties to particular the defect is a controversial matter since the identification of crystal defects is not an easy task. Thus the first part of the talk covers deals with two types of ZnO microstructures with different defect morphologies by measuring their temperature dependent photoluminescence properties to quantify the contribution of the defects on observed optical emissions via theoretical modelling of the experimental observations. The second part of the talk discusses the epistuctures of Ga$_2$O$_3$/ZnO/Ga$_2$O$_3$ (modified by changing the ZnO layer thickness) grown on c-Al$_2$O$_3$ substrate using pulsed laser deposition to understand the adequate UV photoemission observed from these epistuctures. Both the observations are highly encouraging considering use of ZnO to be considered especially when the optoelectronic applications are considered.

**Patterned Surfaces for Photonic Sensing and Imaging**

*R. Vijaya*

*Department of Physics and Centre for Lasers and Photonics*

*Indian Institute of Technology Kanpur, Kanpur 208016, Uttar Pradesh, India*

rvijaya@iitk.ac.in

Surface-based optical functionalities are gaining traction due to the multiple advantages they can provide, such as smaller size, lighter weight, wider field of view and options for choosing wider/narrower wavelength sensitivity. The type of functionality is decided by the patterns present on the surface, in terms of their size, shape, spacing and refractive index. While some patterned surfaces are made quite easily by soft imprint lithography, there are other options as well for their fabrication.

This seminar is confined to the discussion on patterned surfaces and metasurfaces, specifically designed for the two functionalities of sensing and optical imaging. The type of unit cell chosen, and its size and role in providing the advantages of sensing small changes in refractive index will be discussed using distinctly different designs. When it comes to imaging applications, glass-based lenses that are commonly used for this purpose are superior in quality. However, they cannot be reconfigured for a specific purpose, such as imaging over a curved surface or to obtain multiple images over a small area. Patterned surfaces made with innovative shapes can enable such applications. One design from our work will be discussed in this context.
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Holographic imaging with quantum and classical light

Rakesh Kumar Singh*
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Holography uses an interferometric approach to record and reconstruct the complex field. Availability of high-quality sensors and computational facilities have revolutionized the area through digital holography (DH) where the recorded hologram is reconstructed digitally rather than using optical means. DH reconstructs complex information and performs digital depth focusing [1]. Usually, holograms are recorded with interference of the two beams and it relies on the second order field correlation of the interfering sources. Recently, quantum-correlated light is used to exhibit peculiar interference effect and overcome certain limitations of the conventional imaging and the holography [2-4]. In particular, the intensity interferometers have been demonstrated with variety of quantum and classical sources for optical imaging. Such trends have inspired researchers to explore interference with higher order correlations. Here, we discuss holography with higher order correlations, particularly the fourth order field correlation with the quantum and classical light. Some of our recent works on the holography with higher order correlations will be discussed. These imaging systems with fourth order field correlations offers new opportunity for imaging through turbulence and in the low light condition such as imaging of target with low radar cross section (RSC).

Acknowledgment: RKS thanks the SERB (CORE/2019/000026) for support.
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Quantum Technologies with Bright Squeezed Light
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Quantum technologies harnessing squeezed light have emerged as powerful tools for revolutionizing quantum communication, sensing, and computation. This talk will explore our efforts to utilize two-mode bright squeezed light states for information encoding and quantum-enhanced sensing. It will delve into the generation of squeezed light in the laboratory through a nonlinear optical process involving lasers and hot atoms. Subsequently, we will demonstrate the EPR paradox using these beams to show their entanglement. The talk will then elaborate on the critical role of these entangled beams in information encoding through manipulation of their spatial correlations. Finally, we will highlight some advancements in quantum-
enhanced sensing, including a demonstration of sensitivity enhancement in plasmonic sensors employed in transmission-based measurements. These sensors hold immense potential for biological and chemical sensing, offering a unique opportunity to translate these advancements into practical applications.

Towards a trapped ion-based all-optical portable atomic clock

Arijit Sharma1,2,*
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Optical clocks are the epitome of precise timekeeping. The efficiency and reliability of a clock have always been associated with periodicity (precision) and the ability to tell the correct time (accuracy). The key components of a clock are the oscillator, counter and frequency reference. Optical atomic clocks provide the highest level of sensitivity based on optical transitions in neutral atoms or trapped atomic ions. Such clocks define international timescales, provide a basis for testing the time invariance of fundamental constants and lead to the search for new physics beyond the Standard Model. Optical clocks have the potential to surpass their microwave counterparts in performance due to higher Q-factor ($\nu_0/\Delta\nu$, where $\nu_0$ is the central frequency and $\Delta\nu$ is the linewidth of the transition) which ensures higher stability.

Portable atomic clocks have revolutionized applications in GPS (Global Positioning System) and navigation systems, civil and strategic communication [1,2], power grids and radar synchronization, etc. With the increasing use of field-deployable atomic clocks and frequency standards, many commercial and strategic applications including sensing, communications and navigation, are getting a tremendous technological boost. It is imperative to develop technologies to enable the development of next-generation portable atomic clocks utilising optical transitions in trapped cooled ions/atoms for superior performance in positioning, navigation and timing applications compared to warm atomic vapor based clocks.

At IIT Tirupati, we are engaged in developing the next generation all-optical trapped ion based portable frequency standards using optical transition in $^{40}$Ca$^+$ (calcium ion) for positioning, sensing and precision timing applications. We are working towards development of compact laser sources, electronics, and miniaturized vacuum systems for the development of an all-optical trapped ion-based portable frequency standard. We shall present a brief overview of our research activities at IIT Tirupati in this domain and discuss some of the challenges and opportunities related to a host of quantum technology applications using such portable all-optical atomic clocks. Arijit Sharma expresses gratitude for financial support from CAMOST and IIT Tirupati for the trapped ion atomic clock project.
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Exploring the emission dynamics of cavity coupled quantum emitters
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Quantum emitters (QEs) are pivotal in developing cutting-edge quantum technologies, including quantum computing, imaging, and sensing. The building blocks of quantum technologies require exceptional properties of QEs, such as brightness, stable photoluminescence (PL), optical addressability, and coherent manipulation. The NV centers in diamonds have emerged as promising QE with stable emission dynamics, long spin coherence time, and reproducibility even at room temperature, making NV ideal for single-photon sources. The most remarkable feature of NV center’s is their ability to emit single photons with high reproducibility when transitioning between their electronic spin states, making NV centers ideal single-photon sources. Additionally, the long spin coherence times, on the order of milliseconds, allow for precise control and manipulation of quantum information. However, along with pure electronic transition (zero phonon line (ZPL)), the broad phonon sidebands (PSB) are also present in the NV spectra, responsible for dephasing and reducing the indistinguishability of photons.

One of the methods to increase the probability of transition through ZPL is to modify the density of states by means of resonant cavities. When QEs, such as NVs, are coupled to such optical cavities, their interaction with confined photons can be precisely controlled, creating a hybrid quantum system with enhanced properties. The metal-insulator-metal cavity can cope with this issue by coupling NV with them. We experimentally analyse the optical properties and investigate the effect of coupling strength on the emission and lifetime dynamics of the coupled NVs. The cavity-coupled NVs show a high decay rate and PL enhancement along with high tunability of cavity, thus offering a platform to couple a variety of QEs. The cavity-coupled NVs are at the forefront of quantum technology due to their unique properties, and strong interactions with optical cavities offer exciting prospects for the second quantum revolution, paving the way for cutting-edge applications in science and technology.

Structured beams for the experimental realization of Hilbert Hotel paradox

G. K. Samanta
Photonic Sciences Lab., Physical Research Laboratory, Navarangpura, Ahmedabad 380009, Gujarat, India
gsamanta@prl.res.in

Full Poincare beams are a special kind of vector vortex beams carrying all possible polarization states represented by the surface of the Poincare sphere in a single beam. Typically, the full Poincare beams are generated through the superposition of Gaussian beam and vortex beams having orthogonal polarization. Such beams have attracted a great deal of attention due to their wide range of applications for high-resolution microscopy, quantum information, material processing, particle micro-manipulation, and lithography.

On the other hand, historically, infinity was long considered a vague concept—boundless, endless, larger than the largest—without any quantifiable mathematical foundation. This view changed in the 1800s through the pioneering work of Georg Cantor, who showed that infinite sets follow their own seemingly paradoxical mathematical rules. In 1924, David Hilbert highlighted the strangeness of infinity through a
thought experiment now referred to as the Hilbert Hotel paradox, or simply Hilbert’s Hotel. The paradox describes a “fully” occupied imaginary hotel having an infinite number of single-occupancy rooms. The manager can always find a room for new guests by simply shifting current guests to the next highest room, leaving the first room vacant.

In the current talk, we will discuss some of our recent results on fractional scalar and vector vortex beams representing the Hilbert Hotel paradox. Using full Poincare Bessel beams (FPB), we showed that one can create an infinite series of C-point polarization singularities. We have also devised a novel method to measure the polarization coverage of Poincare beams and showed that the FPBs are the superposition of an infinite number of Poincare beams.

**Common Optical Components, Uncommon Optical Phenomena**

*Nirmal K. Viswanathan*

*School of Physics, University of Hyderabad, Hyderabad 500046, India*

*nirmalsp@uohyd.ac.in*

Almost all optical experiments involving either a laser beam or a photon source interact with a variety of optical components before detection. These optical components include mirrors, lenses, polarizers-waveplates, and fibers / waveguides. While these common optical components faithfully do what they are expected to, there are some unintended consequences, which have been largely overlooked so far. With significant improvements in measurement techniques and sensitivities developed over the past decade, some of the very small unintended effects can be measured and quantified. Surprisingly, such measurements in the phase-polarization domain led to unravelling of uncommon optical phenomena, which can broadly be categorized as due to spin-orbit interaction (SOI) of light. The effects include first-order reciprocal and non-reciprocal spin-to-orbital angular momentum conversion, spin (orbital)-Hall effect of light and higher-order effects. In this talk, after a brief introduction to the SOI of light, I will present some recent experimental results and our understanding of these in the emerging context of SOI of light.

**Topological transformation of fractional optical vortex beams**

*Maruthi Manoj Brundavanam*

*Department of Physics, IIT Kharagpur, Kharagpur-721302, West Bengal, India*

*bmmanoj@phy.iitkgp.ac.in*

In this talk, the generation of optical vortex beams by the diffraction of a Gaussian beam from computer generated holograms with mixed edge-screw dislocation and their topological characteristics will be discussed. The beams thus generated are called fractional optical vortex (FOV) beams in literature and such beams exhibit some unique topological features not shared by their integer counter-parts. The fine structure of the singularity hosted in the FOV beams for different fractional orders is investigated experimentally. The topological transformations are found to greatly rely upon the wavefront curvature of the input beam via the evolved Gouy phase shift of component integer order vortex beams. Birth and evolution of different critical points, their transformation on orbital Poincaré sphere, transverse energy flow and vorticity distributions are found to be crucial in understanding the topology of such FOV beams. Further, the investigation of resultant vector polarization singularity due to unfolding of a FOV beam inside a birefringent uniaxial crystal reveals a novel way to control the Pancharatnam-Berry geometric phase associated with the generated partial Poincaré beams.
References


Beam Propagations Methods: Recent Contributions
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Modelling and simulation of wave propagation through optical waveguides and devices based on them has been a central theme in the theory of guided wave photonics. It basically entails solving the wave equation (obtained from Maxwell’s equations) for the boundary conditions represented by the waveguide/device. Photonic structures can be divided in two classes: low index contrast structures, such as optical fibers, and high contrast structures, such as silicon photonic waveguides. In the former case, one can use the simplifying assumption of scalar wave propagation and solve the much simpler Helmholtz equation or the scalar wave equation. However, in the latter case, one must consider the vectorial wave propagation and solve Maxwell’s equations or the vector wave equation. In both these directions we have recently made some progress and we will discuss these developments and present some examples.

Optical fibers are azimuthally symmetric structures. There are several components such as tapers, Bragg and long period gratings and single-multimode-single (SMS) sensors, which also retain the azimuthal symmetry. In such cases, the fields can be decomposed in different azimuthal symmetries and each field of specific symmetry can be treated separately. This reduces the 3-D propagations problem to a 2-D propagation problem (in radial, r, and longitudinal, z, coordinates). However, finite difference or finite element methods work in Cartesian coordinates only. The collocation method, on the other hand, is suitable for this kind of problems. We have used the same and developed a propagation method for propagation of LP_{lm} modes in fibers tapers, FBGs and LPGs, etc [1,2]. We will discuss the method and present some examples.

Silicon photonics involves waveguides with high index contrast and one needs to consider the vector wave equation for propagation. We have recently developed a finite difference method for non-paraxial vector wave propagation. The method is a marching type of algorithm in which an incident field is propagated directly [3]. We will discuss its advantages and limitation and present some example.
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**SPASER: Effects of pump and gain medium**
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The acronym _Spaser_ refers to _Surface Plasmon Amplification by Stimulated Emission of Radiation_. A laser emits coherent photons and analogously a _spaser_ system is supposed to provide coherent plasmons. The idea of _spaser_ was first proposed by the Stockman and Bergmann in 2003 for the coherent amplification of the localized surface plasmon (LSP) mode [1, 2]. Later, surface plasmon polariton (SPP) mode lasers have also been suggested and demonstrated successfully [3]. _Spaser_ efficiency hinges on three key components—pump, gain medium, and plasmon mode. Depending on the plasmon cavity, several types of nanolasers have been proposed such as plasmon nanowire laser, nanopatch laser, nanodisk laser, metal-coated nanolaser among others [3]. The efficiency of _spaser_ is further enhanced by employing suitable gain medium and pumping scheme. However, setting aside the design complexity, a simple _spaser_ geometry has a spherical metal nanoparticle that is surrounded by a large number of quantum dots (QDs) gain medium. These QDs support dipolar LSP mode. In the talk, I will present our recent results on theoretical investigation of the influence of pump and gain medium on the number of LSPs. In particular, I will discuss the characteristics of a four-level _spaser_ when it is excited coherently and incoherently independently [4]. Further, the importance of electron-phonon interaction on the number of LSP will be talked about [5]. This process also generates a steady-state phonon number, which has potential applications in phonon lasers. Furthermore, at the end of my talk, results on the effects of chirped pulse on the excitation of the semiconductor quantum dots gain medium will be presented.
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Novel mid-infrared nonlinear materials for frequency conversion
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Tata Institute of Fundamental Research Hyderabad,
36/P Gopanpally, Hyderabad 500046, Telangana, India
chaitanya.suddapalli@tifrh.res.in

The advent of novel nonlinear optical materials over the past decade, together with progress in solid-state and fiber laser technology, have had a major impact on frequency conversion sources, enabling their advancement to new spectral and temporal domains. These developments have led to the realization of a new generation of advanced solid-state sources of tunable coherent radiation, now providing wavelength coverage in the mid-infrared with high output power and efficiency, along with good spatial, spectral and temporal quality. In this lecture, I will discuss state-of-the-art mid-infrared nonlinear materials and frequency conversion sources overcoming the limitation posed by conventional lasers.

New strategies for coherent Raman spectroscopy in reactive flows
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Rotational coherent anti-Stokes Raman spectroscopy (RCARS) is a powerful laser-based technique for non-intrusive measurements of temperature and species concentrations in gases, often considered to be the gold-standard for thermometry in reactive flows. However, the accuracy of the method for thermometry drops steeply for temperatures above ~1000 K. Furthermore, the technique is limited to detection of species present in concentrations higher than ~1%. The present talk will discuss new coherent Raman scattering concepts that may overcome these restrictions.

One of the techniques that will be presented is hybrid fs/ns RCARS, in which the rotational Raman coherences are driven with a broadband fs laser pulse (800 nm) and probed by a narrowband (single-mode) laser pulse (532 nm). This method has the ability to measure all coherence lifetimes simultaneously, which constitute a breakthrough for CARS thermometry, as it allows all Raman linewidths to be measured in a single-shot recording, offering single-shot thermometry based on experimental, instead of theoretical, linewidths.

The other newly developed concept that will be presented is Interferometric Quantum Control Rotational CARS, IQC-RCARS. This method relies on the fact that even with a weak non-resonant field, below the field strength needed for molecular alignment, the nonlinear polarization of the gas created by the rotational-Raman response to an fs laser pulse generates a rotational wave packet exhibiting revivals. Since the revival period is directly linked to the rotational constant, B, the revival structure constitutes a unique fingerprint for each molecular species. Using two fs laser pulses, called pump and control, two interfering wave packets are created, and a strong third-order polarization, i.e., the rotational-CARS signal, is generated while interacting with a single-mode ns laser pulse. Figure 1 shows a measured interferogram for pure N₂. The delay time between the pump and control pulse is along the horizontal axis and Raman shift is along the vertical axis. As can be seen, the spectral shape varies significantly with pump-control delay time. Hence, by exploiting the time domain while varying the delay between the pump and control pulses, the shape of the resulting spectra can be manipulated, optimizing the diagnostic for a specific application.
High-intensity attosecond beamline for XUV pump–XUV probe measurements with photon energies up to 150 eV
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Experimental strong-field physics is a fast-growing area of nonlinear optics triggered by the development of attosecond (10\(^{-18}\) s) pulses. These pulses exhibit laser-like properties, providing exceptional spatio-temporal resolution, and are promising candidates for investigating a broad class of atomic and molecular ultra-fast processes. In this talk, a newly constructed beamline capable of performing XUV-XUV pump-probe studies with attosecond pulses will be described. This source delivers up to 55 nJ of pulse energy in the Zr window (65 eV – 150 eV) via the up-scaling of high harmonic generation in a gas medium. In addition, it provides very high energy stability of typically 5%, and enables nonlinear temporal investigations by utilizing a reliable, stable split and delay-stage and different types of focusing geometries.

Machine Learning Approaches in Quantitative Phase Microscopy
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Optical microscopy is one of the indispensable tools in hospitals for various diagnostic imaging applications like imaging biological cells and tissues for disease diagnosis. The important characteristics of the biological sample under imaging such as refractive index, optical thickness, absorption, reflection, etc. can be revealed through microscopy. The basic challenge with these microscopes is imaging transparent and weakly absorbing biological samples, which results in low-contrast images. Quantitative phase imaging
of biological samples without the use of additional contrast agents has been one of the topics of research among microscopists. Deep learning techniques have emerged as excellent tools for phase reconstruction, but the requirement of large datasets and lack of interpretability on unknown samples limits its commercial use. Recent developments in untrained deep models hold a promising approach as it leverage high-fidelity physical image formation models to provide state-of-the-art reconstruction algorithms.

In this talk, we discuss various deep-learning approaches in quantitative phase microscopy. We discuss the traditional iterative phase retrieval approaches and compare them with the recent algorithms involving trained and untrained models. We have explored the use of learned priors to reconstruct more complex biological samples such as cervical cells with a limited training dataset. We have observed in this research that combining capabilities of trained as well as physics-aware untrained deep networks can significantly improve the reconstruction without getting stuck in local minima. We use the lensless digital holographic microscope as a platform for recording experimental holograms and explore various single-shot phase retrieval techniques.

**Cavity QED with Atoms and Molecules**
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One of the foundational constructs in physics is the interaction between an atom and the electromagnetic field. In the quantum domain, this translates to the interaction between a single, two level atom and a near resonant photon occupying an atomic field mode. The most efficient way to experimentally study this system is when a single, approximately two level atom is coupled to a near resonant cavity. Such a system is called a Cavity QED system.

In our experiments, we preserve the conditions of a weak light field but include multiple atoms in the cavity. This leads to collective strong coupling of the atoms to the cavity and this system exhibits some remarkable properties. In this talk I will discuss the results of our experiments, for detection of molecular processes using atoms and cavities. In addition, I will focus on the coupling of the driven atomic oscillator with the cavity and show how the system can be made to lase or absorb light, with small changes.

**Fiber Optic Sensing for Underwater Applications: Present and Future**
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With the rapid technology advances in telecommunication industry, the field of Fiber Optic Sensors (FOS) is also developing equally and undergoing tremendous growth and advancement. In addition to the sensing of ocean parameters like salinity, temperature and depth, the acoustic and vibration sensing in maritime environment is widely used in both civilian and defence applications. Compared with the conventional measurement techniques, fiber optic sensing helps to avoid requirement of wet-end electronics, provides easy multiplexing of many and variant sensors in a single lead fiber, large data transfer through telemetry etc. This in turn reduces vulnerability in frequent failures, increased lifetime and gives a cost effective and
less complex solution for measurement and deployments in challenging ocean conditions. Fiber optic based salinity, temperature and depth sensor in a single package was realized in recent time and effectively used for underwater explorations. The fiber optic based accelerometers, vector sensors, temperature sensors, salinity sensors, depth sensors and hydrophones are now available for field applications and satisfy the stringent requirements of underwater applications. Fiber mandrel type sensors were used for underwater acoustic and vibration sensing from many decades. These historic mandrel-type fiber sensors got relooked in the recent years with the addition of advanced laser sources since they can be used effectively in multiple scenarios. Further, the Fiber Bragg Grating (FBG) based sensors were also packaged in suitable schemes and used for various underwater parameters. With the inclusion of fiber grating laser based interferometric sensors, very high sensitive and compact hydrophone configurations were realized and utilized even as thin towed arrays for UUVs and lightweight platforms. With different packaging schemes and structures, simple fiber, FBGs and FBG laser sensors are realized and utilized for acceleration, seismic sensing, acoustic pressures, temperature, salinity and depth of water etc. In the recent time, simple fiber cable based Distributed Acoustic Sensing (DAS) techniques utilizing Coherent OTDR concepts are also found to be highly potential for underwater acoustic and temperature sensing. Through already laid submarine telecommunication fiber cables, the above technique is proved to be highly potential for underwater seismic sensing, thereby detect earthquake and its epicentre. Its capability in underwater target detection is also being currently explored as an advanced area of research. Today, optical fibers or fiber based sensors can satisfy the requirements of monitoring most of the underwater parameters which are useful for underwater surveillance and maritime monitoring.

Near-ultraviolet and visible coherent light sources

Stéphane Trebaol
Univ Rennes, CNRS, Institut FOTON – UMR 6082, F-22305 Lannion, France
stephane.trebaol@enssat.fr

Nowadays, laser diodes are essential elements for the development of compact photonic devices. They offer the opportunity of combining good performances in terms of linewidth, optical power and frequency noise. The needs in the field of optical telecommunications have enabled the development of compact laser diodes mainly in the telecom C-band. The implementation of compact laser diodes with low-frequency noise at visible wavelengths covering the near-ultraviolet to infrared spectral range is a technological challenge recently addressed by several research groups. The objective is to provide laser diodes capable of meeting several application requirements in the fields of classical and quantum sensors and the metrology of optical frequencies for the production of compact optical clocks.

This talk will present laser architectures in the visible range designed to reach narrow linewidth single-mode emission. In particular, approach based on compact external cavity InGaN semiconductor laser diode will be discussed. To improve the laser coherency, stabilization schemes are implemented using versatile and compact optical references based on high quality factor optical resonators. The noise reduction performances are demonstrated on an external cavity diode laser by analyzing its frequency noise.

Optical microscopy beyond diffraction limit through structured illumination

Joby Joseph
Optics and Photonics Centre, IIT Delhi

Microscopy is an important tool for studying the structure and properties of materials, and for identifying
and characterizing small objects or organisms. However, the resolution we can achieve from optical microscopes is limited by diffraction. However, recent years, many new optical techniques have come up with higher resolutions that break this diffraction limit. These microscopy techniques are called super-resolution microscopy or nanoscopy. There are several super-resolution microscopy techniques such as Structured Illumination microscopy (SIM), Stimulated Emission Depletion (STED) microscopy, Single molecule localization microscopy (SMLM) etc.

SIM even though gives a modest resolution enhancement, it stands out from others in many ways due to its practical usages. The biggest limitation of SIM is that even though it is faster than other super resolution microscopy technique, it is still limited to two times resolution enhancement. The talk will focus on the development of a novel Transillumination -SIM [TSIM] that circumvents this two times resolution enhancement limit and has high space bandwidth product. TSIM decouples the imaging and illuminating part by using mirrors. A multi-mirror setup generates illumination patterns with higher spatial frequencies than can be achieved from the imaging objective lens.

Sub-picosecond Density Evolution in Femtosecond Laser Produced Plasma Channels in air

Riju C Issac
Department of Physics
Cochin University of Science & Technology
Kochi 682 022, Kerala, India

Spatio-temporal evolution of electron density of plasma formed by the interaction of ultrafast laser with gas has been investigated using time-resolved Nomarski interferometry. Plasma channels are produced using 35 fs laser pulses from a 7mJ laser with 1kHz repetition frequency with focused intensity of $10^{16}$ W cm$^{-2}$. A low-energy laser beam split from the main beam acts as the probe when passed through a delay line. A Nomarski interferometer utilizing a Wollaston prism is set up on the probe beam, with a temporal resolution of 100 fs. Dimensions of the observed plasma channel were about 100 μm diameter and 1mm in length. Time and space-resolved measurements on the evolution and decay of the electron density were done. A 16-bit CCD camera and a 2X magnifier objective were used to record time-resolved interferograms. The phase data have been retrieved from the recorded interferogram and Abel inverted assuming cylindrical symmetry, using the open-source software IDEA. A stable plasma channel having dimensions (200 μm diameter × 2 mm length) many times the Rayleigh length was formed behind th self-guided femto-second laser pulses. A stable, long plasma channel can be used as an optical waveguide for applications like laser wakefield acceleration, and X-ray lasers.

Advancements of lasers in space applications

Jagannath Nayak & S Veerabuthiran
Centre for High Energy System and Science
Vignayana Kancha, Hyderabad-500069.
e-mail: jnayakdr@gmail.com & director.chess@gov.in

The advent of lasers has revolutionized various fields of science and technology, including space applications. In recent years, there has been a significant increase in the use of lasers for space applications such as communication, ranging, propulsion, space debris removal, etc. Laser technology offers numerous advantages in space applications, such as high data transmission rates, satellite ranging capabilities, and the
ability to deliver energy over long distances. Large number of space debris present in the orbit around earth poses a great threat to active satellites. By employing high-powered lasers, the laser directed energy system (LDES) can target and disintegrate the space debris of various sizes, thereby reducing the risk of collision with operational satellites and space stations. LDES configuration comprises of various subsystems and components. In this paper, technological areas such as high-power high energy laser, high accurate positioning and tracking system, sensitive detector, high resolution optical trans-receivers, thermal management system, etc. are discussed.

**Cavity Interferometry using Processed Optical Micro-Nanostructures**

*Rajan Jha*

*Nanophotonics and Plasmonics Laboratory, School of Basic Sciences*

*IIT Bhubaneswar*

*Email id: rjha@iitbbs.ac.in*

Optical inline systems with high resolution, integrability, and reconfigurability have been central to the development of advanced and futuristic systems. High-resolution cavity interferometers based on excitation of fundamental and higher order modes of processed fiber/microfiber and their combinations have been developed and demonstrated for static and dynamic magnetometry, hydrophone for mapping the underwater and Optical Profilometer [1-2]. On the other hand, optical nanowire integrated with different type of Quantum Emitters like Nitrogen vacancy in asymmetric elliptical faceted Diamond nanowire (ELFA) [3] and nanophotonic cavity formed by etching periodic rectangular through-holes on an optical nanowire [4] have been designed to realize strong light-matter interaction. The cavities not only maximize the coupling of spontaneous emission from a quantum emitter into optical nanowire guided modes but facilitates in demonstrating efficient unidirectional and/or bidirectional coupling of single photon from these Quantum Emitters [5] with coupling efficiencies as high as 90% can be realized by optimally placing the dipole. Such inline system may attract various quantum photonic applications in the area of quantum communication and metrology.
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Light’s fundamental degrees of freedom include space, time, wavelength, and polarization. These properties are utilized in optical multiplexing to modulate various information channels within distinct aspects of light, maximizing the communication bandwidth. The bulky size of traditional information optics presents substantial hurdles in terms of scalability and integration. To overcome that, nanophotonics has emerged as a beacon of hope by providing unparalleled manipulation of light at the nanoscale [1]. Artificial Intelligence strategies aid efficient demultiplexing of OAM beams using speckles facilitated by macro-structures [2], enhancing non-line-of-sight communication [3] and many other applications.

To fully leverage OAM in integrated photonics, we experimentally demonstrated the interaction of structured light with ZnO nanosheets grown on an aluminum substrate. The intensity speckle images of the $\text{LG}_{\rho,l}$ ($\rho = 0; l = \pm 2, \pm 4, \pm 6, \pm 8$) beams have been captured using a 4f imaging system and fed to the customized deep convolutional neural network. The trained CNN achieved >96% classification accuracy across propagation direction (from near-field to far-field) for vortex beams and their intensity degenerate counterparts. This method eases the rigorous focusing requirements, offering vast potential for easy implementation. This study validates the potential for speckle patterns, from macro to nanostructures, to achieve compact OAM demultiplexing in integrated photonics.

Acknowledgment: SERB India funding (SRG/2021/001375)
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AMP102 Inverse design of metasurfaces for narrow-band absorption using Quantum Generative Adversarial Networks

Sreeraj Rajan Warrier\textsuperscript{1}, Jayasri Dontabhaktuni\textsuperscript{1}\textsuperscript{*}
\textsuperscript{1}Department of Physics, Mahindra University, Bahadurpally, Hyderabad-500043;
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Metasurfaces are 2D periodic structures of metallic or dielectric constituents in the sub-wavelength regime and exhibit novel light-matter interactions. The development of these materials has resulted in a plethora of applications such as perfect absorption, perfect transmission, etc. Achieving the inverse design of such metasurfaces with specific electromagnetic responses however is not straightforward. Recently, with the advent of machine learning methods such as generative adversarial networks (GAN’s), physics informed neural networks (PINN’s), etc, the inverse design of metasurfaces for specific applications has become possible and increasingly being explored by the scientific community. Classical machine learning methods, however require large datasets for accurate prediction of metasurface designs. Very recently, with the advent of quantum computing for NISQ era, it is possible to explore application of hybrid quantum machine learning (QML) methods for such inverse design. Hybrid methods require smaller datasets and are very time efficient as compared to classical machine learning methods. In the current work, we show the results of application of hybrid QGAN method to inverse design of metasurfaces for narrow-band absorption in the infrared frequencies.

Fig 1. Schematic of Quantum Generative Adversarial Network.
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AMP103 Machine Learning Assisted Structured Light Demultiplexing
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Structured light with a spatial degree of freedom has emerged as a conceivable candidate for increasing the spectral efficiency of optical communication links. Basis sets like Hermite–Gaussian (HG_{m,n}), Laguerre–Gaussian (LG_{p,l}) and their superposition modes have been used for information encoding and multiplexing. There are many structured light demultiplexing techniques, but all of them are very sensitive to alignments and noise. Even artificial intelligent (AI) based structured light demultiplexing techniques require capturing the structured light's whole mode to identify them. The recent machine learning-assisted speckle-based structured light demultiplexing has shown to be noise and alignment-free by recognizing structured light through a small region of captured speckle field [1 – 3].

The key idea of machine learning-assisted speckle-based structured light is to identify the structured light not by using the mode but instead using the corresponding speckle pattern. Structured light’s speckle patterns had the hidden information of the corresponding structured light and using the supervised deep learning model one can easily perform the structured light classification. The existing AI-based structured light demultiplexing used the intensity of the modes and failed to classify intensity degenerate modes. The speckle-based Structured light demultiplexing uses the speckle patterns therefore it can classify intensity degenerate structured light as well [4].

Optical communication is generally restricted to line-of-sight communication only. Since speckle-based demultiplexing uses the speckle patterns and performs the classification using a small portion of the speckle pattern, it can also be used to perform non-line-of-sight optical communication [5].
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**AMP201 Image Encryption and Enhancement Using Convolution Long Short Term Memory Model Based on Fractional Fourier Transform**
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This paper is mainly based on ConvLSTM model of recurrent convolutional neural network for denoising the decrypted image to improve the robustness of image. In this paper, first an optical cryptosystem based on pixel scrambling along with fractional Fourier transform is proposed to secure the image from various type of attacks, the most common of which is noise attack. The deep ConvLSTM improves the resolution of the reconstructed image and secures the images from not only noise attack but also occlusion attack, blur attack. Image parameters such as structural similarity index matrix (SSIM), Peak signal to noise ratio (PSNR) are used in comparing with various existing models. The obtained simulation results demonstrate that the proposed cryptosystem outperforms the existing state-of-the-art denoising methods. The proposed method can be used in secure image transmission in healthcare, multimedia transmission etc.
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AMP202 Data driven simulation of pulse propagation in the femtosecond region of the nonlinear fiber using physics-informed neural network
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The Fokas-Lenells equation (FLE) describes the stable propagation of ultrashort pulses in nonlinear media. In this study, we simulated the pulse propagation in the femtosecond region of a nonlinear fiber described by the FLE using physics-informed neural networks (PINNs). PINNs are a new approach for numerically solving nonlinear partial differential equations that leverage the fast calculating speed and high precision of modern computing systems. We improved the PINN by adding multiple conserved quantities to the loss function to obtain both the bright and dark soliton solutions of the FLE. We found that the proposed scheme of conserved quantities informed PINN has a better convergence rate and generalizability than the basic PINN algorithm. We believe that the PINN approach to solving partial differential equations in nonlinear optics would be useful in studying various optical phenomena.
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Analyzing MMF Specklegrams for Temperature Recognition using a Deep-Learning Model

Nikhil Vangety and Sourabh Roy *
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In recent times with the advent of the machine and deep learning, there have been many works that utilize multimode fiber (MMF) specklegrams for the simple and efficacious recognition of different parameters [1-3]. In this study, we analyze specklegrams from the MMF for the recognition of different temperatures using deep learning. The experimental setup shown in Fig. 1 comprises a He-Ne laser (632.8 nm), whose light passes through MMF (plastic optical fiber of core diameter: 980 µm, NA:0.52) via a microscope objective, forming specklegrams at its end, captured by a CCD camera. We apply temperatures (30-50 ºC with 1 ºC step-size) using an oven and dimmerstat, capturing specklegrams for a total of 21,000 images (1000 images per temperature) which are split into 80%-10%-10% as the train-validation-test dataset. We train and validate the data using the deep learning AlexNet model and achieve 100% accuracy for both. The model gives 100% prediction accuracy on the test dataset. The individual recognition per temperature class is visualized by the Confusion matrix as shown in Fig. 2, demonstrating consistent 100% accuracy which proves the effectiveness of our deep-learning approach.

Fig1. Experimental setup schematic

Fig2. Confusion Matrix
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To combat the significant mortality and morbidity associated with cancer, there is a critical need for early-stage cancer screening methods. Conventional methods like histopathology are time-consuming and invasive, which can detect cancer at advanced stages. Therefore, there is an urgent need for alternative methods that can identify and diagnose cancer in its early stages, which can be accomplished by means of applying multimodal the application of optical techniques that are non-contact and non-invasive. Among these techniques, autofluorescence (AF) and quantitative phase microscopy (QPM) stand out as label-free optical methods that can be employed for early-stage cancer screening. The present manuscript deals with QPM and AF for early-stage cancer screening. QPM provides precise data regarding the morphological aspects of cancer progression, such as cell structures, dry mass, and optical thickness. These parameters vary at different stages of cancer as it advances at the cellular level. In addition to QPM, AF offers insights into cancer progression at the molecular level by investigating various endogenous fluorophores. In this study, we have done QPM, AF imaging, and AF spectroscopy for three classes of 9 oral cancer patients: oral squamous cell carcinoma, hyperplasia/dysplasia, and normal. A significant change in the optical phase of the three classes is observed. In AF imaging, there is variation in the intensity in three classes with the spectral changes in AF spectra of these three classes. By combining all these techniques, one can screen or diagnose the cancer at early-stages.

Figure 1. Autofluorescence images and quantitative imaging of oral squamous cell carcinoma and normal. (a1-a3) AF microscopic images and AF spectra of OSCC and normal, respectively. (b1-b3) brightfield, interferometric, and phase images of the OSCC tissue, respectively. AUC and AUN in (a3) represent the AF spectra of OSCC and normal patients, respectively.
BPM105  Spherulites as nanophotonic building blocks
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Recent studies of the visual system in several decapod crustaceans have revealed dense assemblies of spherical nanoparticles which function as efficient reflectors [1]. Each nanoparticle is made of highly birefringent material organized in such a way that light polarized tangential to the surface of the sphere experiences a large refractive index (~1.9) and light polarized normal to the surface experiences a small index (~1.4). Such particles are termed spherulites, and the spherulites in the crustacean eyes have typical diameters 300 - 400 nm. These subwavelength spherulites possess the same rotational symmetries as an optically isotropic sphere, while incorporating birefringent material. This is a novel route to optimally utilizing birefringent material in photonic structures.

Mie scattering calculations show that the backward scattering efficiency is enhanced in comparison to an optically isotropic sphere of similar size and refractive index. In addition, due to the larger tangential index, the scattering is dominated by the transverse electric (TE) modes, and prominent resonances appear in dark-field optical scattering spectra of single scatterers [2]. Extended ordered assemblies of spherulites exhibit photonic band structures that are markedly different from their isotropic counterparts. New band gaps open in regions of the irreducible Brillouin zone, and existing gaps may broaden or contract, while preserving the symmetry and degeneracy of each band. The changes in the photonic band structure caused by the large optical anisotropy can be very large, in the deep non-perturbative regime [3]. This leads to enhanced reflectance at wavelengths physiologically relevant for the marine crustaceans. Newer studies have also shed light on how the optical properties of spherulite assemblies can be dynamically tuned [4].

In my presentation, I will summarize the basic calculations and results and discuss the potential utility of spherulites in constructing photonic structures that realize novel optical responses.

References

BPM204  In-vivo Imaging of the Human Tympanic Membrane for diagnosis of Otitis Media using low-cost Spectral -domain Optical Coherence Tomography

Denny Melkay M George*M1, Hari Nandakumar1, Prajal Chettri1, R.N. Mahesh2, Gopikrishna Muddu2, and Shailesh Srivastava1;
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In middle ear ailments such as otitis media, the thickness and curvature of the human tympanic membrane (TM) changes due to bio-film depositions. Any device that can estimate the thickness and visualize the curvature would aid in evaluating treatment outcomes as well as diagnosis. Optical coherence tomography (OCT) employing galvano-mirror and high-speed line-scan camera has been used for this purpose but the cost is prohibitively high. We show that the use of a much lower-cost custom-made line field spectral domain optical coherence tomography (SD-OCT) device using CMOS camera for imaging, can be used to visualize the curvature and evaluate the thickness of the human TM in-vivo. The OCT has an axial resolution of 18 µm and lateral resolution of 18 µm 50 µm, with an imaging depth range of 3 mm. Our optical setup built over a conventional camera tripod stand provides the manoeuvrability and flexibility to guide the light into the ear canal using a conventional speculum. Another CMOS viewport camera provides a view of the region being imaged. The custom-written Open CV software automates image acquisition and data processing to provide live averaged images at video rate. In spite of the challenges due to involuntary motion for interferometric imaging, we demonstrate the potential to measure the thickness and curvature of the TM using 10 averaged B-scans for each visualization that update at over 50 times per second.
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BPM205 Detection of Adulteration in milk using a portable Raman Spectrometer

Meenakshi¹#, Sathi Das¹, Anjika Kumari¹, Kanchan Saxena², Dalip Singh Mehta¹*¹
Bio-photonics and Green photonics laboratory, Department of Physics, Indian Institute of Technology Delhi, Huz-Khas, New Delhi-110016, India,
²Amity Institute of Renewable and Alternative Energy, Amity University, Sector 125, Noida, UP, India
*mehtads@physics.iitd.ac.in, #meenakashisingh2997@gmail.com

Food adulteration is very common, recently. For example, milk is adulterated with melamine, and it also has very serious effects on health like kidney failure and much more these adulterants in milk are also very difficult to observe by the naked eye because of their white colour and their ease of mixing in milk. Raman Spectroscopy is an effective tool in detecting adulterations. It acts as a non-destructive, powerful technique for the chemical analysis of molecules giving the unique fingerprints of each molecule. The inherently low Raman signal of the molecule was enhanced using a colloidal solution of Ag NPs. As examined, the SERS spectra of samples were enhanced compared to Normal Raman and helped to achieve further trace-level detection of milk adulterants. For the detection of melamine in milk different samples were prepared from fresh buffalo milk, one is fresh milk and the remaining are adulterated milk solutions of melamine in pure milk were prepared by dissolving the appropriate amount of powdered adulterant in milk to make it 0.1M
concentration solution and all spectrum was taken at same integration time and same laser power with portable Raman spectrometer.

Fig. 1 (a) shows the Raman peaks of melamine in pure milk with a limit of detection of millimolar concentration and (b) shows the SERS peaks of melamine in milk with a limit of detection of micromolar concentration.
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BPM206 Improved quantitative phase imaging via an optimization based transport of intensity equation
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Transport of intensity equation(TIE) is a non-interferometry based technique for quantitative phase imaging (QPI). It has certain advantages over interferometry based techniques such as, speckle-free measurement, less vibration sensitivity due to a common path geometry and unwrapped phase retrieval however, the resolution and sensitivity with which the phase is measured in TIE is still limited due to various factors such as noise, boundary conditions, conditions on auxiliary function[1]. The TIE phase obtained can be improved using an optimization based approach. In TIE we have three intensity measurements at different planes of focus, we propose an amplitude based cost minimization method by minimizing the difference of measured amplitude(square-root of measured intensity) and theoretically expected amplitude in the three planes of focus.

The measured intensity at focus and phase obtained via TIE is used to create a field at focus. The field at defocussed planes are obtained via a defocus kernel. Cost function is created for different planes of focus by taking the difference of amplitudes at each plane. The cost is minimized using a gradient descent method and, in each iteration, for any plane, the field at focus is updated. Using this method, we also, simultaneously, recover the pupil function. The obtained pupil phase can provide information related to
aberrations present in the system. We have obtained high resolution QPI maps of RBCs and U2OS cells with significant improvements over phase obtained via TIE. Figure 1 below shows the comparison between phase map of RBCs (using a 40x, 0.65NA objective) obtained via TIE (fig. 1(a)) and the phase after applying the proposed algorithm (fig. 1(b)) clearly showing an improved phase sensitivity and resolution.

![Fig. 1 Comparison of RBCs phase image via (a) TIE and (b) Proposed algorithm.](image)
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DFA108  Study of angular anisoplanatism using a pseudo-random phase plate
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In the present work, we have studied the angular anisoplanatism in a laboratory environment by generating two beams, one, a reference beam (mimicking a laser-guided star) and the other, an object beam (as a target object) and by employing a pseudo-random phase plate (PRPP) to mimic the atmospheric turbulence. Preliminary experimental results are presented that demonstrate the variation of different important parameters, such as, Zernike coefficient correlation, mean square error and beam centroid movement, as a function of angular separation between both the beams. This study is important for Adaptive Optics correction for imaging as well as free space optical communications.

Experimental Setup and Result: The schematic diagram of the experimental arrangement to study the angular anisoplanatism [1, 2] is shown in Fig. 1(a) where two beams were generated by using a cyclic interferometer type arrangement, which are then allowed to pass through the PRPP with controlled angular separation between both the beams. The Shack-Hartmann wavefront sensor (SH-WFS) finally records the turbulence impacted spots, from which different important parameters were evaluated using the intensity and slope information. Figure 1(b) shows one representative result that demonstrates the variation of wavefront mean-square error (MSE) as a function of angular separation (θ) between both the beams.

Figure 1 (a) cyclic type configuration to study anisoplanatism, SF: spatial filter; BS1, BS2, BS3: beam splitter; M1, M2, M3: mirrors; L: Lens; f: focal length of lens (L); CCD1, CCD2: charge coupled device; SH-WFS: Shack Hartmann wavefront sensor and (b) shows MSE as a function of angular separation between two beams.
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As the demand for high power lasers are increasing in different areas such as space exploration, material processing, defence, etc., coherent beam combination (CBC) based on diffractive optical elements (DOEs) has wide potential considering its high spectral and spatial purity with high efficiency [1, 2]. The use of binary phase elements for beam splitting and efficiency limitations has been analytically investigated well in the past with optimized grating parameters [3]. This work basically focuses on modelling of DOE phase profiles for beam splitting and simulation of beam combining with band-limited angular spectrum method (BLASM) propagation [4]. This investigation will give us a practical perspective of DOE based systems in terms of their implementation challenges and their limitations.

Figs. 1(a) and 1(b) show a schematic representation of 4 beam CBC and the phase profiles along with simulated beam combining inputs/outputs for 2x2 and 4x4 CBC. The 2D phase profiles for the above cases are generated by the addition of two orthogonal 1D phase profiles of 1x2 and 1x4 respectively and the beams are propagated in specific angles for combining. Simulations performed under identical beam parameters in phase locked state for 2x1, 4x1, 2x2 and 4x4 beam combinations result in efficiencies of 81%, 68.6%, 65.6%, and 47% respectively, limited by the diffraction efficiency of the DOEs. In our ongoing work, we are exploring multi-level phase gratings to improve the efficiency of the DOEs.

Acknowledgement: The authors would like to thank DRDO for funding this work.
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Optical Wireless Communication in Air-Underwater Channel
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Optical Wireless Communication technology can solve the problem of submarine vulnerability in existing airborne platform-submarine communication methods. The objective of the study is to explore the feasibility of such communication, develop the laboratory prototypes based on the outcome of feasibility study, and demonstrate optical wireless communication in the laboratory.

The laboratory prototypes including Laser Transmitter, Optical Receiver and Turbulence Cell are developed and characterized. A test setup is conceptualized and implemented to demonstrate the wireless communication in laboratory. A laser transmitter (Fig.1) uses the power of 3mW at 532 nm with 1.2 mrad divergence. The On Off Keying (OOK) scheme is used to modulate the laser beam. The PMT based optical receiver (Fig.2) with aperture 50 mm and field of view of less than 2° is used. The receiver sensitivity is measured as 100 nW. A Turbulence cell (Fig. 3) is used to introduce the channel loss of 0.16 m⁻¹. The channel loss introduced is estimated as 35 dB, which is accomplished by multiple and diffused reflections.

The developed laboratory prototypes are used to demonstrate optical wireless communication, in laboratory with data rate greater than 100 kbps against 35 dB air-water channel losses with the transfer of text, files and images successfully. The improvised prototypes can be used for outdoor experiments.

Fig.1: Laser transmitter  Fig. 2: Optical Receiver  Fig. 3: Turbulence Cell
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DFA127  Phase Modulation Optical Communication through Kolmogorov type Turbulence
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Abstract: The present work deals with the phase modulation based optical communication through laboratory simulated Kolmogorov type turbulence. The comparison between the retrieved phases before and after turbulence impact has been done to justify the efficiency of our technique in optical communication systems.

Methodology and Results: The phase modulation is done in Michelson interferometer before turbulence impact plane. We have designed the experimental setup such that the two output beams of the interferometer propagate through collinear trajectories. The phases have been retrieved using single shot phase retrieval algorithms before and after the turbulence impact. We have used Hilbert transformation algorithm, Fourier Transformation algorithm, Continuous wavelet transform algorithm, Stockwell transform algorithm and Empirical wavelet transform algorithm for retrieving the phases.
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From the literature survey, it has been analyzed that excessive intake and inhalation of TEA can cause health hazards such as blue haze, blurry vision, nausea, headache, and faintness and to prevent us from these hazards TEA detection has become essential [1,2]. For the detection of TEA, ZnO nanorods and porphyrin have been synthesized in this experiment and the topography, composition and morphology have been confirmed with FESEM, EDX and NMR characterization techniques. The fusion of both compounds (forms a hybrid material) was used to detect the performance parameter of fiber optic probes. The sensitivity of this hybrid material-based probe has been measured which was 7-fold to the sensitivity of the metal oxide (ZnO nanorods) based fiber optic probe. The selectivity study has also been performed and it has been measured that TEA has 83.495 nm shift in peak wavelengths which is 4.5 times the ethanol. This hybrid material-based fiber optic probe focuses on both better selectivity and sensitivity results for TEA and provides a very quick response time of a few seconds.

Figure 1 (a). Absorbance spectra for different concentrations of TEA on ZnO nanorods-coated probe, (b) porphyrin + ZnO nanorods-based probe
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This work has identified promising edge filter components, Erbium-doped fibers (EDF) and a demultiplexer, which converts wavelength shifts into intensity changes, offering cost effectiveness for Fiber Bragg Grating (FBG) based strain sensing applications. DeMUX characterization identifies a negative slope edge filter in the 1540-1545 nm range as in Fig. 1.

Fig. 1: Reference spectrum obtained for DeMUX output at the 1530 nm port

Fig. 2: Schematic illustration of DeMUX as strain sensor with FBG

The strain sensing setup, as shown in Fig. 2, uses an Amplified spontaneous emission (ASE) source connected to port1 of a circulator and port 2 to a packaged FBG strain sensor, subjected to varying weights, at port 3 DeMUX (replaced with 9 m EDF) is connected. A sensitivity of wavelength shift of 19.3 pm/100g with 9 m EDF and 66.7 pm/100g for DeMUX, both utilizing the 1542 nm FBG strain sensor, was observed, which concludes that, the DeMUX exhibits higher sensitivity, thereby making it a more suitable choice as an edge filter.
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Detection of Phosphate using Different Geometries of Optical Fiber Sensor
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Water contamination is a significant threat to the environment and public health, requiring the development of efficient detection systems. Phosphate, a common contaminant in natural water sources, can pose health risks at both deficiency and excess levels. The WHO recommends a maximum limit of 1 mg/L for phosphate in drinking water [1]. Traditional detection methods like ion selective techniques, colorimetry, and spectrophotometry are expensive and bulky [2]. Recently, evanescent wave absorption-based fiber optic sensors (EWFS) have gained attention due to their simplicity, light weight, and accuracy. In this study, we present an EWFS with straight, tapered, and U-shaped probe geometries for phosphate ion detection in water. Evanescent wave (EW) absorption spectroscopy involves light traveling through an optical fiber, with some of it escaping through the cladding, creating an evanescent wave of wavelength $\lambda$. When the sensor's sensing region is immersed in the sample solution, this evanescent wave of wavelength $\lambda$ is absorbed, as described in the literature [3,4]

$$P_t(z)=P_0 e^{-\gamma z}$$  

Where, $P(z)$ specifies the power of light transmitted through the fiber at a certain distance "z," when sample is present, whereas $\gamma$ represents the evanescent absorption coefficient. We have developed an experimental setup (Fig.I) to detect phosphate ions in water using three different sensor probes geometries made from multimode polymer optical fiber (OMPF1000). These probes were shaped into straight, tapered and U-shaped by de-cladding a 1 cm section from a 12 cm fiber length as shown in Fig.2.

The result of developed sensor (Fig.3) shows that U-shape exhibit the highest sensitivity of 0.0991O.D./ppm followed by tapered geometry in comparison to straight geometry for detecting contaminants in water. This is due to the better EW interaction with impurities.
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FIB114  Optimized laser inscribed fibre Bragg gratings into fluoride fibres
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Fibre gratings, particularly fibre Bragg gratings (FBGs), were first exhibited over four decades ago and have since become important and ubiquitous components inside fibre laser cavities, optical communication networks, and sensor systems. Because of their widespread usage, the majority of published work has focused on silica-based glass fibres, which become essentially opaque at wavelengths over 2 μm, i.e., in the technically crucial mid-infrared (mid-IR) region of the electromagnetic spectrum. Soft glass fluoride fibres, on the other hand, particularly those made of ZBLAN (ZrF₄-BaF₂-LaF₃-AlF₃-NaF) and InF₃, provide low-loss transmission out to wavelengths of about 6 μm. However, while fluoride fibre manufacturing has advanced to a high level of maturity, with passive fibre attenuation levels as low as 1 dB/km, grating fabrication in these fibres remains challenging, and studies into ideal inscription techniques are still an active and ongoing scientific field.

Here we discuss the use of femtosecond laser technology to directly inscribe type-I FBGs into the core of fluoride optical fibres. We investigate and compare different fabrication techniques, including single-pass (line-by-line), double-pass, and stacking (plane-by-plane) methods (see Fig. 1), aiming to achieve the highest possible reflectivity FBGs suitable for mid-IR applications without using an expensive phase mask. In order to attain the optimum conditions for fabricating FBGs, a range of microscope objectives with varying numerical apertures and working distances were employed to meticulously manage the dimensions and appearance of the created grating layers. While exploring different parameter settings, we experimented with different pulse energies and inscription speeds to achieve a seamless refractive index modification characteristic of Type-I FBGs within the fluoride fibre. This systematic study allowed us to fabricate FBGs in fluoride fibres with highest reflectivity (99.98%) and ultra-low losses (<0.5 dB/cm) using direct fs laser inscription.

Figure 1. Longitudinal and transverse cross sections of various inscription techniques.
Super Fluorescent Source for Fibre Optic Systems
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The phenomenon of generating photons when an excited state atom decays back to the ground state is called fluorescence. In conducive conditions the radiation field of the generated fluorescent photons couples itself with to the next photon to create a collective emission of such photons [1]. We report the design and development of a robust super fluorescent source with redundancy as shown in Figure 1 wherein starting from the left we have a pumping scheme with a 980 nm pump laser diode for generation of fluorescent photons of 1550 nm followed by an amplifying stage with the help of rare earth doped (Er3+) fibre and finally the polarisation stage where we extract four outputs. The developed source module has low coherence length and broadband mode of operation with the spectral width observed experimentally to be 10-15 nm with the central wavelength ~ 1559.9 nm. We have incorporated double pass configuration [2] for our source module. The optical power performance of the four output ports as compared to the input pump power is shown in Figure 2. The source module is assembled in a mechanical housing and the spectrum stability has been experimentally observed to be <10ppm/°C which is better than a semiconductor based broadband source with stability around 400ppm/°C. The module can cater to four different fibre optic sensor heads if needed with only a single pump laser diode. Broadband operation and polarised output light along with spectrum stability can be utilised in fibre optic systems such as fibre optic gyroscopes, current sensors and fibre Bragg grating interrogators.

Figure 1 Design Configuration

Figure 2 Optical Power Output
This research examines the optical properties of Rhodamine6G (Rh6G) doped polyvinylpyrrolidone (PVP) and explores its potential for sensing applications. Rh6G is a well-known fluorescent dye with remarkable photophysical characteristics\cite{Sivaraman13}. PVP is an excellent polymer matrix for hosting and capping such dyes, making this combination an interesting candidate for various sensing platforms.

The experimental approach begins with synthesising Rh6G-doped PVP samples with varying dye concentrations to investigate their optical behaviour. UV-Vis and fluorescence spectroscopy are employed to study dye's absorption and emission spectra in the absence and presence of polymer. This study aims to gain insight into the fluorescence quenching or enhancement mechanism when Rh6G-doped PVP encounters different types of anions. The study highlights the stability of Rh6G-doped PVP composites and observes shifts in their fluorescence emission intensity and wavelength over time, as well as in response to various anion species. The research shows the optical behaviour of Rh6G-doped PVP and demonstrates its versatility in sensing applications.

![Fluorescence spectra of Rh6G doped PVP with different anions. Inset: colorimetric image of probe in visible and UV light.](image)
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FIB216  Effect of Lithium Niobate on the Sensing Performance of the Surface Plasmon Resonance Biosensor
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We proposed a high-performance surface plasmon resonance biosensor with a novel structure of SiO₂ prism-Cu-LiNbO₃-BP based on angular interrogation Kretschmann configuration. This theoretical study exposes the vital contribution of SiO₂ prism, copper (Cu), Lithium Niobate (LiNbO₃), and black phosphorus (BP) to enhance the performance of the suggested SPR sensor. The perovskite material (LiNbO₃) sandwiched between Cu and BP layers provide superior sensing performance. The proper Cu and LiNbO₃ layer thickness optimized, which assists in achieving zero-closer minimum reflection (Rₘᵡᵣₜ), larger resonance angle shift, and small FWHM. Here, a monolayer of BP is used as a covering layer for the purposes of biomolecule absorption. The proposed biosensor optimized structure achieves ultra-high sensitivity (606°/RIU) as well as high FOM (177.19RIU⁻¹). The simple configuration of the suggested sensor offers accurate and rapid detection, making it appropriate for biomolecule detection.

The surface plasmon resonance (SPR) biosensor is an effective optical technology for sensing because of its special qualities, including high sensitivity, extremely precise, fast detection, long-term reliability [1]. The transfer matrix method is applied to calculate the suggested sensor's reflectance (Rₚ), which is a beneficial, easy, and accurate technique for multilayer structures [2]. First, we analysed the vital role of Cu, LiNbO₃, and Bp in enhancing the performance of the present sensor. The next phase is optimizing the thickness of the proposed layers in order to attain maximum sensitivity, lowest minimum reflectance (Rₘᵡᵣₜ), and smallest FWHM of the resonance curve. Here, it is noted that the proposed biosensor with a 60nm Cu layer only coated on SiO₂ prism exhibits sensitivity as 148°/RIU. Furthermore, it is observed that 10nm LiNbO₃ layer with monolayer BP placed on 46nm Cu attains sensitivity as high as 606°/RIU. Here, the inclusion and thickness optimization of the LiNbO₃ layer contribute more to enhancing the sensor sensitivity.
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Enhance Performance of SPR Biosensor Using Al-Co Bimetallic Layer Covered by PbTiO$_3$-BlueP/WS$_2$
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This numerical research work suggests a new configuration of a surface plasmon resonance (SPR) biosensor with enhanced sensing performance. The proposed modified Kretschmann model is composed of CaF$_2$ prism, Aluminium (Al), Cobalt (Co), Lead titanate (PbTiO$_3$), and BlueP/WS$_2$ under the angular interrogation method. The thin layer of cobalt coated on Al film not only increases the sensitivity to a higher degree but also makes the Al-Co bimetallic layer cost-effective. The proposed sensor performance has improved with the inclusion of the PbTiO$_3$ layer owing to its high dielectric constant. Here, BlueP/WS$_2$ is suggested as an exterior coating due to its antioxidation capabilities and outstanding biomolecule-absorbing ability, which increase the long-term durability and sensitivity of the proposed biosensors. The thickness of the Al, Co, and PbTiO$_3$ layers has been carefully optimized to attain sensitivity and FOM as high as 536°/RIU and 117.06 RIU$^{-1}$, respectively. This SPR structure's excellent functionality has possible applications in biological detection and medical diagnostics, as well as the convenience of label-free sensing and real-time detection.

The prism based Kretschmann configuration is utilized in this SPR biosensor due to the advantages of not having an intermediary (air) between the base of the prism and the metal layer and the use of monochromatic light to obtain a high single-to-noise ratio [1]. The performance of the suggested SPR sensor design has been evaluated via the transfer matrix. Aluminium offers a narrower SPR spectrum and is more inexpensive than gold and silver [2]. Additionally, using a 2D material as a protective layer helps address the Al layer oxidation problem [2]. Al-Co bimetal combination is employed in the suggested biosensor, which contributes to improving sensitivity and reducing the FWHM of the SPR curve. Here, PbTiO$_3$ more supports increasing the sensing performance of the proposed structure to a great level through its optimized thickness. The well-optimized structure composed of 32nm Al, 1nm Co, 9nm PbTiO$_3$, and monolayer BlueP/WS$_2$ based proposed biosensor achieves FWHM as small as 4.57° and sensitivity as high as 536°/RIU.

Fig.1 Schematic diagram of the proposed SPR biosensor

Fig. 2: Al layer thickness optimization
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FIB218  Effect of Porosity of Porous Silicon on the Performance of Fiber Optic SPR Sensor in NIR Region
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Optical sensors are important for the monitoring of environment, Agriculture production, public safety and for medical diagnostics. Herein, we have proposed a Fiber optic Surface Plasmons Resonance (FOSPR) based on Copper (Cu) and Porous Silicon (PSi) layers. PSi provide a high surface area and has abundant pores. Size of the PSi pore can be altered by controlling doping level, etching current density. Through the theoretical simulation, we have evaluated the effect of Porosity of PSi on the sensor Performance in Near Infra-Red (NIR) spectrum range [1]. Sensitivity and Figure of merit (FOM) has been calculated for different values of Porosity (0.3,0.4,0.5,0.6,0.7). The optimized structure produced a maximum sensitivity of 23800 nm/RIU for 0.3 porosity at 1.37 RIU. While, we get the maximum FOM of 240 RIU for 0.7 porosity at 1.33 RIU. Due to advantage of alteration of pore size, it can be used as a good absorbent for different biological elements and gases. FOM of the probe can be tuned with porosity for high resolution of biological sensors as well.
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FIB219  Time-Resolved Monitoring of Disturbance Propagation with Autocorrelation-Based Fiber Interferometry
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Accurate observation and analysis of disruptions within dynamic systems have significance in diverse scientific and engineering studies. Investigating the propagation rate of disturbances and their impact on various systems is crucial for enhancing the systems' efficiency, security, and reliability. The fiber interferometry-enabled autocorrelation technique offers an advanced monitoring platform for effective analysis of disturbance propagations [1]. To create inline-fiber-based Mach-Zehnder interferometers, a combination of single-mode fiber (SMF) and photonic crystal fiber or SMF-based structures is used. [2].

OPTIQ 2023
this study, SMF and PCF-based MZI structure is fabricated and characterized, which is sensitive to external vibration. Further, the combination of the developed interferometer unit is studied in the influence of a continuous disturbance to both sensing arms, and the impact is recorded simultaneously. In addition, the pace of this disturbance's spread was determined by an autocorrelation technique. The frequency and rate of propagation of this disturbance depend on the separation between these two interferometers which is subject to the application and type of disturbance. The schematic of a combination of interferometers and disturbance propagation time estimation via autocorrelation technique is shown in Fig.1 (a) and (b). The proposed study has diverse applications, including acoustic wave monitoring in materials and structures, fluid dynamics analysis in pipelines and channels, seismic event tracking, and biomedical applications such as tissue vibration analysis. Real-time monitoring of disturbance velocity enables a deeper understanding of system dynamics and improves system engineering.

Fig. 1 (a) Schematic illustration of the typical experimental setup (b) Flow chart.
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FIB220 Ultrasensitive whispering gallery mode biosensors
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At the very early stage of infection and disease, protein markers (at ultralow concentration) circulate throughout the body and may indicate infection or the reemergence of disease [1]. Therefore, the presence of infection or disease at an early stage would be elucidated through the detection of protein molecules at ultralow concentration within the bodily fluids. This detection is also helpful for environmental monitoring, emergency response, and homeland security [2]. Recently, the whispering gallery mode (WGM) biosensors have been found efficient for the real-time detection and sizing of protein molecules [3]. The WGM biosensor is nothing but transparent dielectric microparticles that act as high-quality factor (Q) optical microresonators upon suitable excitation with the help of tapered optical fibers. Recently, we have fabricated high Q optical microresonators and detected different types of protein molecules. The theoretical simulations based on the reactive sensing principle explain the experimental results. All the experimental and theoretical results will be presented at the conference. In addition, the different ways to boost the sensitivity of the WGM biosensors for the real-time detection and sizing of single protein molecules will be presented.
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Tapered fiber bundle (TFB)-based combiners play a vital role in the power scaling of fiber lasers. To obtain symmetricity in TFB structure, input fiber numbers are generally 7, 19, or in asymmetric combiners, customized input and output fibers are applied [1,2]. In this work, the process of obtaining a near circular symmetrical TFB structure in 4x1 pump combiner has been presented using conventional four input pump fibers having core/cladding diameter of 105/125 µm, NA of 0.22. Two combiners have been developed to couple with output fibers having cladding diameter of 250 µm, NA of 0.46 and core diameter of 200 µm, NA of 0.22. The TFBs are prepared by tightly stacking the input fibers inside a pre-tapered silica capillary, followed by rotation implemented multiple fusing under vacuum pressure, further tapering down to OD/ID of 335/240 µm and OD/ID of 269/195 µm, maintaining the TR at 1.062 and 1.3. The taper length is set 10 mm for adiabaticity. Finally, the outer silica layer thickness of the TFBs are reduced to <12 µm through etching to obtain an outer diameter matched splicing region.

The implemented fusing process prevents the elliptical asymmetry in the fiber bundle (as shown in fig.1(a)). The ellipticity results in a 3-7 deg. cleave angle which distorts the splicing region. Instead, a near-circular symmetrical TFB structure has been obtained along with outer diameter matching (shown in fig.1(b)) to maintain a cleave angle <0.5 degree and distortion-less uniform splicing region. Symmetricity, adiabaticity and brightness conservation maintaining TR<2 helps to obtain transmission efficiency of 98%, cumulative power handling >200 W maintaining an operating temperature <30 deg. C for the first combiner (as depicted in fig. 1(c)). However, conservation fails for the latter as TR is set at >1, and the obtained transmission efficiency is 94.6%, with cumulative power 100 W and operating temperature 50 deg. C (shown in fig. 1(d)). Hence it proves, that bundle symmetricity, brightness conservation, adiabaticity, and distortion-less uniform splicing region are essential to obtain high transmission efficiency along with high output power in the fabricated 4x1 pump combiners.
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FIB222  Ultra-selective enzyme and ultra-sensitive TCPP-based fiber optic probes for tyramine detection in wine
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Spoiled, fermented, pickled food and stale beer and wines have a higher level of tyramine that cannot be metabolized in the intestine or liver [1]. The excess of tyramine in the body might lead to a hypertensive crisis and dangerously high blood pressure [2]. Titanium nanoparticles coated fiber optic probes with an additional layer of enzyme and 5,10,15,20 tetrakis(4-carboxyphenyl)porphyrin (TCPP) have been used to detect the tyramine in wine samples and the topology, morphology, and chemical composition have been confirmed with FESEM, EDX, and NMR characterization techniques. The performance parameters i.e. sensitivity, full width half maxima, figure of merit, limit of detection and limit of quantification have been calculated using both enzyme and TCPP-based fiber optic probes. The optimum value of sensitivity i.e. 0.572 nm/mM and other performance parameters have been obtained for the enzyme-coated probe. Selectivity and very quick response time of 3-6 seconds have been measured in this experimental work.

Figure1. Schematic diagram of fiber optic based bio-sensor for tyramine detection in wine
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FIB223  All-Fiber Electric Field Sensing Using Cobalt-Doped Bismuth Ferrite Nanoparticles in a Three-Mirror Fabry-Perot Configuration
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We present an experimental demonstration of an all-fiber electric field sensing configuration based on a three-mirror Fabry-Perot arrangement. The proposed approach utilizes a cantilever-beam deflection scheme.

In this configuration, we have coated an optimized composition of BiFe0.9Co0.1O3 on the tip of an optical fiber, serving as a transducer [1]. The fiber tip is placed like a cantilever, with its coated end remains freely suspended (Fig. 1 (a)). We incorporated a 15 cm long single mode fiber positioned head-on with respect to
the coated fiber. This arrangement resulted in the formation of a micro-cavity between the two fibers. A thin layer of silver was deposited onto the surface of the fiber end using the evaporation deposition technique to create the reflecting mirror (reflectivity 80%). The detection of electric fields in our experimental scheme relies on the phenomenon that when the coated fiber is placed in an electric field, the induced polarization of the probe material leads to a bending effect, thereby resulting in the modulation of the cavity length. This modulation is utilized as a sensitive measure of the applied electric field. Furthermore, we have presented a theoretical model that accurately predicts the experimentally obtained results, considering the multiple reflection-transmission processes occurring within the Fabry-Perot circuit integrated with the beam-deflection based cavity [2]. The output transmitted profile of our scheme is illustrated in Fig. 1(b).

Fig. 1. (a) Schematic of the experimental setup (b) Output response with applied electric field for varying cantilever lengths.
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FIB224 Experiments on Phase-OTDR based Underwater Acoustic Sensing using 6mm fiber cable loop
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Fiber optic sensing techniques based on Coherent Rayleigh backscattering have been widely used in many applications such as earthquake detection, perimeter security, railway track monitoring, underwater pipeline, submarine cable monitoring etc. [1]. In recent years, the concept has attracted by the research community due to their advantages like long-distance remote detection and cost effectiveness distributed sensing. Fiber optic cables have been extensively explored for vibration detections (land-based intrusion) employing Coherent Rayleigh backscattering based Phase-OTDR [2, 3]. Knowledge on acoustic sensitivity of fiber optic cables is very significant in the field of underwater sensing. Extensive studies on existing land and submarine cables for underwater fiber optic acoustic detection is required for sensing systems.

In this study, we demonstrate acoustic sensing on telecommunication cable using coherent Rayleigh backscattering based phase-OTDR. A semiconductor DFB laser with an exceptionally low narrow line width [<1kHz] and low phase noise was used as the light source. A semiconductor optical amplifier (SOA) to convert the continuous light into a pulsed probe signal. The backscattered light signal from Fiber Under Test (FUT) is received at probe side and separated using a circulator. A 6 mm diameter and 50m long conventional fiber optic telephonic cable wound into a spiral coil of ~ 40cm diameter was used as the
FUT, immersed in attest tank at 10m depth. The light is launched into the FUT through a 2 km long lead fiber optic cable. The probe pulse width is set as 200ns and 24 kHz pulse repetition rate, resulting in a spatial resolution of 20 meter. Phase of backscattered light at each position of the optical fiber cable is obtained by analyzing the electrical signal output from the Photodiode. The offline data is recorded and processed using MATLAB. The frequency response of the fiber optic cable is evaluated from 500Hz to 3kHz, the acoustic signatures were recorded. Herein, we found that a conventional telecommunication FO cables can be used for underwater acoustic detection effectively.
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FIB225  Ultra-high numerical aperture for dispersion compensation in chalcogenide based Photonic Crystal Fiber
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We report a chalcogenide (As2Se3) based photonic crystal fiber having ultra-high numerical aperture value greater than 0.75 for wavelength 1.8-10 µm in Mid-IR range. The fiber acts as a dispersion compensating fiber with negative dispersion as low as approx -2000 ps/km-nm at 4.8 micrometers. The value of dispersion is significantly less due to the regular variation in the size of the holes in the transverse direction. Also, confinement loss is appreciably less.

FIB226  Infrared - Visible – Ultraviolet Light Photo-detection Based on Nano-crystalline Metal Sulfide / Oxide Thin Films
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In this study, we present the creation of a high-quality photo-detector capable of detecting visible light. This detector relies on the utilization of consistent nano-crystalline metal sulfide/oxide thin films deposited onto a glass substrate using the spray pyrolysis method. An in-depth analysis of the film's structure, morphology, and chemical composition confirms the nano-crystalline properties of the thin film and its uniform coverage on the glass substrate. The photo-detection capabilities of these nano-crystalline thin films were assessed under illumination by visible light. To evaluate photodetection, we monitored the response of incident light in the form of photo-current when the films were exposed to light at different wavelengths, spanning from 420 to 700 nanometers. Notably, the fabricated device exhibited remarkable photo-detection characteristics even when operating at low voltage and with low-intensity illumination.
Time response measurements at various wavelengths revealed an ultra-fast response and decay time, along with high photosensitivity even at low bias voltage.
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Optical frequency combs, akin to precisely spaced pulses of light, have revolutionized frequency measurements by leveraging the repetition rate of these pulses. Originally designed for ultra-precise timekeeping and spectroscopy, they have found widespread use across diverse fields. However, their generation typically involves complex setups. This paper introduces off-the-shelf components and cost-effective methods to generate optical frequency combs, specifically tailored for passive optical networks and short-reach communication systems. Our approach simplifies comb generation, while facilitating integration into emerging technologies. As such, it paves the way for a new era of cost-effective, high-performance optical communications, benefiting a multitude of applications.

Our design configuration, Fig.1, consists of a Sagnac loop that contains Polarization Maintaining Fibers (PMF) and Polarization Controllers (PC) and a Variable Optical Attenuator (VOA), with ASE source, VOA, PM circulator, coupler and an OSA. For slightly varying values of VOA thereby changing the path lengths, we obtained comb wavelength spacing of 0.7 nm and 0.6667 nm, as shown in Fig 2.

Fig. 1: Schematic for generating optical comb frequency using a PM circulator and a VOA in the Sagnac loop.
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FIB228  Beam self-cleaning multimode fiber under different conditions
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The multimode optical fibers (MMFs) are being extensively reconsidered for their potential applications in spatial division multiplexing systems, upscaling the output power from fiber based lasers and more importantly as an accessible experimental platform for the study of complex spatiotemporal nonlinear dynamics. In particular, the Kerr beam self-cleaning (KBSC) has attracted a lot of research attention since it involves the evolution of the speckled output intensity pattern at low powers to a bell shaped beam that is similar to the fundamental mode (LP₀¹) or any other lower order mode of a multimode fiber at higher pump powers [1]. The nonlinear mechanism at the origin of such a peculiar self-organization of the beam can be understood as a parametric four wave mixing process, which breaks the orthogonality among the guided modes, and facilitates an energy transfer towards the lower-order modes. In particular, the refractive index of the fiber core undergoes a periodic longitudinal modulation as a result of the interaction between spatial self-induced periodic imaging and Kerr nonlinearity [2]. In our work, we adopted a 6 m long GRIN fiber with parabolic index profile supporting 20 modes and used different initial energy distributions among the guided modes from those previously reported and found that the power threshold for beam self-cleaning is different for different cases of initial energy distribution and not all the initial energy distribution leads to the phenomenon of KBSC. In the first case, we analysed the KBSC process with equal fractions (9%) of total peak pump power to the first 10 modes, and 1% each to the remaining 10 modes whereas in the second case, we distributed the total input peak power equally among the guided modes. The evolution of near-field spatial patterns for the two cases considered has been depicted in Figs. 1(a-f) and 1(a1-f1) respectively. It is observed that the output beam profile evolves from a speckle pattern at lower input power levels, into a well-defined bell-shaped profile at higher pump powers. The Fig. 1(g) shows that the intensity correlation parameter increases monotonically with the increasing pump power.

![Image](image_url)

Fig.1. Evolution of near field beam profile upon increasing peak pump powers (a-f) for the case I, and (a1-f1) for the case II. (g) The variation of the intensity correlation parameter with the input peak power for the two cases.
FIB229 Simulation of Acoustic Sensing Capabilities in Fiber Optic Communication Cables Using COMSOL Multi-Physics
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Fiber optic cables have emerged as versatile platforms for acoustic sensing applications, encompassing a broad spectrum of fields such as structural health monitoring, underwater surveillance, and seismic detection using different type of detection techniques. Fiber optic cables can be utilized as acoustic sensors based on Coherent Rayleigh Back scattering technique, where they can be set as distributed acoustic sensors (DAS). In DAS concept, the fiber optic cable is required to efficiently couple the acoustic field interaction with the fiber in it for an efficient detection. It is also proposed to use conventional underwater FO cables for acoustic detection and use the existing cables for surveillance purpose or seismic detection. However, the acoustic sensitivity of such cables is dependent on various design factors of the cables and unknown. Therefore an understanding of the influence of mechanical properties of different materials used in manufacturing the cables, along with the dimensions and geometry of the structures are very much important to predict the acoustic sensitivity and an attempt is made here to study this through simulation [1].

This paper presents a comprehensive study on acoustic sensitivity capability of certain fiber optic cables using the COMSOL Multi physics simulation platform. Simulations are performed to investigate the strain/ acoustic sensitivity of the cable under different conditions viz. external forces by varying material properties, geometric parameters to see the influence in optical performance of these cables [2]. Studies were initially done with bare fiber along with conventional protection coatings of different materials and properties. Then the study is extended to analyzing the acoustic sensing capabilities of different types of communication cables. Finite element model analysis of the cable properties has been done using the structural mechanics module in COMSOL Multi-physics for understanding how different parameters affect the cable performance [3]. The key contribution of this paper lies in understanding the effects of cable geometries in the strain sensitivity of a conventional jacketed patch cable was analyzed using FEM for strain analysis and studies were conducted, and the results will be discussed.
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Despite multiple perimeter protection solutions such as electrical fences and PTZ cameras, a covert solution which can detect and locate intruders near the perimeter is a vital requirement. Rayleigh Backscattering light from underground laid optical fiber will be very apt for realizing such sensor system. This backscattered light picks up essential phase information if the light propagating through fiber is highly coherent. Forward propagating pulse and backscattered light interfere and provide us phase information spatially along the fiber. Such backscattered information stacked in slow time allows us to observe patterns due to any disturbances occurring near the fiber. Underground Test Bed was established to record various intrusion signals such as running and stamping of human. This paper presents the optical block diagram, intensity-based signal processing algorithm involved and reveals the signatures of stamping and running near the fiber.

ϕ-OTDR setup as shown in Fig 1(a) was established with a narrow linewidth laser with 40 mW CW power. AOM was used to generate 400 ns pulses with 5 kHz repetition rate. Further, EDFA was used to amplify the pulse power. ASE was filtered using reflective Bragg grating. Amplified pulse was sent to 3 km fiber length, part of which was laid underground. Backscattered light was collected sent to coherent receiver for mixing the signal with local power. Human weighing around 80 kg was running/stamping near the laid fiber and 2500 traces from one of the I/Q channel data was captured and stacked in slow time after mean subtraction. Fast Fourier transform was taken along the slow time. Waterfall obtained via such process contains spurious frequencies, not directly related with intrusion frequencies. Further processing is required to separate out the intrusion signal. After thresholding and low pass filtering with 500 Hz cut-off frequency, inverse Fourier transform was applied to convert back the data in time domain. Fig 1(b) shows the waterfall plot after the signal processing.
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FIB231 Highly Sensitive Refractometer utilising Plasmonic Mode Interference
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An extremely sensitive plasmonic sensor utilizing a degenerate semiconductor core region, replacing conventionally used metallic region [1] sandwiched between two dielectric media, is proposed and analysed. We observe that the sensor supports symmetric as well as antisymmetric plasmonic modes, with a large propagation constant difference between those. The symmetric plasmonic mode can be easily excited by the core mode coupling technique, by axially splicing a conventional dielectric waveguide to the plasmonic waveguide. This technique, however, is not suitable to excite the antisymmetric plasmonic mode since the modal coupling coefficient [2] would vanish owing to the antisymmetric nature of the plasmonic field (see Fig.1(b)). We have, therefore, considered a suitable axial offset between the all-dielectric waveguide and the plasmonic waveguide as shown in Fig.1(a).

In our study, we considered the core width as $d=200$ nm and the plasmonic region length as $L=0.3$ mm. The transmission spectra at two different analyte refractive indices is shown in Fig.1(c), showing a sensitivity of $\sim4960$ nm/RIU. An added advantage of the proposed sensor is that, in contrast to the conventional plasmonic sensors, the proposed sensor exhibits multiple resonances, which can be used for the simultaneous detection of a number of parameters.

Figure 1 (a) Schematic diagram of sensor, (b) modal filed distribution of plasmonic waveguide, and (c) transmission spectra at different analyte refractive indices.
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Efficiency of MIP receptor SPR probe with and without GO for different pH samples of Sodium Benzoate
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We report an experimental study of fabricated SPR-based Ag/MIP /SB sensor at different pH of Sodium Benzoate (SB) and checked the efficiency of Molecularly Imprinted (MIP) receptor with and without Graphene Oxide (GO). Figure 1(a) demonstrates the bar graph of various samples of SB at different pH after performing an SPR study of the probe. The present sensor shows a maximum shift in resonance wavelength of 70 nm at pH 7.4 while at other pH 4 and 8.4, it has only 10.03 nm and 7 nm shifts respectively [1]. Figure 1 (b) shows the effect of GO on the fabricated MIP receptor SPR probe for sensing of SB at pH 7.4 for both probes Ag/MIP/GO/SB and Ag/MIP /SB [2]. The total shift in resonance wavelength for probe Ag/MIP/SB is calculated to be 70 nm because the MIP probe has binding sites of the same size, shape, and functional group of SB while for the probe Ag/MIP/GO/SB is 11.59 nm. In Fig. b(i). there are minute shifts in SPR spectra recorded for Ag/MIP/GO/SB is smaller because GO, which is present in the MIP receptor interacts strongly with SB. So, after the first interaction with GO and SB, all the created cavities filled. Henceforth, no further shift was recorded after the first measurement because the bound SB molecules cannot be washed out of the sensing surface.
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PZT Based Frequency Modulation of DFB Fiber Lasers for PGC Based Interrogation of Interferometric Acoustic Sensors with TDM Architecture

Praveen T V, C.V. Sreehari, Khansa C A, T. Santhanakrishnan and R. Rajesh*

Naval Physical and Oceanographic Laboratory, Kochi, India, PIN-682021
*email: rajeshr.npol@gov.in

Among underwater acoustic sensors, interferometric fiber optic sensors have several advantages over the
conventional piezoelectric hydrophones due to its flexibility in realizing large sensor arrays of electrically passive nature. Hybrid TDM-DWDM multiplexing schemes are proven to be an efficient method for making large arrays with minimum hardware. Further, Phase Generated Carrier (PGC) technique is used for effective phase demodulation of interferometric fiber optic mandrel hydrophone with high dynamic range and better phase resolution operation. However, in such interrogator techniques, PGC modulation using the laser source at a known, higher frequency is the prime requirement and plays crucial role in the interrogator performance. In the present work, Distributed Feedback Fiber Laser (DFB-FL) is used as the master laser source and phase modulation is achieved by frequency modulation of the laser emission along with interferometer architecture. The frequency modulation of the laser is achieved by mounting the laser on a PZT slab controlled by a power module. The generated phase shifts in laser pulse for a carrier frequency is given \( \delta \Delta \phi = -\left(2\pi n \Delta \iota / \lambda^2 \right) \times (1 - Pe) \times \varepsilon \) and it depends on refractive index \((n)\), optical path difference \((\Delta \iota)\), optical wavelength \((\lambda)\), the axial strain \((\varepsilon)\) on PZT slab due to modulation and the photo-elastic coefficient \((Pe)\) of fiber laser. The experiment set up and generated phase modulations are shown in Fig. 1 & 2.

The PGC based TDM demodulation technique demands \(3\pi\) phase shift over the interfered optical pulse for obtaining stable demodulated signal with better demodulation noise floor. The crucial elements for sustaining the \(3\pi\) phase shift over the desired pulse duration and frequency is analyzed. The concern of modulation depth, PZT slab resonant states, locking of zero point of modulation with pulse center and strain distribution on PZT slab in the optimum phase shift generation through PZT based laser source modulation are also discussed in detail.
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**Acoustic Low-Pass Filter for a Compact Fiber Optic Mandrel Hydrophone**
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Fibre optic mandrel hydrophones (FOH) convert acoustic signals falling on it into phase variations on the optical signal passing through an optical fibre wound on the mandrel. The dynamic range of optical phase demodulators is inversely proportional to the frequency of phase variation. High-frequency and high-amplitude acoustic signals can destabilize the demodulation of low-frequency signals. It is impractical to filter out such high-frequency variations before demodulation, especially in a time division multiplexed FOH array. Hence, an acoustic low-pass filter integrated with the FOH is essential to remove such high-frequency variations. In this paper, a compact FOH having a length of 50 mm, a diameter of 16 mm and an
acoustic low-pass filter based on small orifices having a diameter of 1.8 mm as shown in Fig. 1 is fabricated and tested[1]. Initially, the FOH is designed to get a flat frequency response up to 10 kHz and an acoustic low pass filter with a cylinder and orifices is designed to give acoustic attenuation above 5 kHz. Performance of the fabricated FOH is evaluated experimentally as shown in Fig. 2 for three cases namely (i) FOH alone, (ii) FOH placed inside the cylinder and (iii) FOH with cylinder and acoustic low-pass filter. The acoustic receiving sensitivity was obtained by comparing the compact FOH output with that of a standard hydrophone.

The results shown in Fig. 3 reveal a reduction of 5–15 dB in acoustic sensitivity above 5 kHz for the case of FOH with cylinder and acoustic low-pass filter. However, it was observed that the sensitivity response curve is not flat over bandwidth for cases (ii) and (iii) compared to (i). This could be due to the multiple reflections of the acoustic signal inside the cylinder.
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FIB235 An FBG-based throat microphone - influence of the placement of the FBG on the intelligibility of recorded speech
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Fiber Bragg grating (FBG)-based microphones can record speech with excellent background noise suppression [1] owing to the FBG’s high strain-sensitivity. However, as this paper shows, the placement of the FBG on the throat has a pronounced effect on the quality and intelligibility of the recorded speech. The FBG microphone shown in Fig 1(a) was designed using a prestrained FBG with center wavelength of 1529.9 nm. The microphone was placed in the lower part of the throat near the thyroid gland and at the upper part near the thyroid cartilage, as shown in Fig 1(b). A 1531.52 nm distributed feedback tunable diode laser was used to perform intensity-based FBG interrogation. The vibration of the vocal cords
induces spectral shifts of the FBG’s reflection spectrum that in turn translate to intensity changes recorded by the photodetector [2]. The block diagram of the experimental setup is shown in Fig 1(c). An adult female participant read 10 phonetically balanced sentences (Harvard lines) 10 times for each microphone placement. The speech was recorded simultaneously by the FBG microphone, and a reference condenser microphone was placed 5 cm away from her mouth. The FBG microphone’s output was denoised using spectral subtraction. The signals from the FBG microphone and the reference microphone shown in Fig 1(d) are similar over the same time intervals. The intelligibility of the speech recorded by the FBG microphone was assessed by non-intrusive speech intelligibility (SI) metrics. There is a statistically significant difference in speech intelligibility between the lower and upper throat recordings. This work will now be expanded to study the potential effect of the speaker's gender and age on the recorded speech intelligibility.

Fig 1: (a) The FBG microphone and (b) its placement on the throat. (c) Block diagram of the experimental setup. (d) Raw speech signal recorded by FBG microphone (black). Comparison of a speech signal recorded by the condenser microphone (blue) and the FBG microphone after denoising (red).
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FIB236 Designing Polycarbonate coated FBG for High-performance Temperature Sensing
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Introduction: We proposed a high-performance fiber Bragg grating (FBG) based temperature sensor coated with elastomeric polymer. In order to enhance the temperature sensitivity, polycarbonate (Makrolon polycarbonate and Bayflex polyurethane) layer is coated on the FBG (Gaussian apodized), as it has a high thermal expansion coefficient (~70×10^{-6}/0C) which could effectively increase the sensitivity by 2.5 times higher than the typical conventional bare-FBG based sensor.

Analysis and Result: To analyse the temperature dependency of Bragg resonance wavelength (b=2n_{eff}, where n_{eff} is the effective refractive index, is the grating period), we have investigated the wavelength shifting of the proposed structure using Matlab simulation platform for the shift of b with increasing temperature (ΔT). The resulting the Bragg wavelength b is altered due to thermal expansion when temperature increases, consequently affects the λ_b. The expression of b due to ΔT temperature variation is as [2]:

$$
\Delta \lambda_b = (1-\rho)\varepsilon + (\alpha_f + \eta) \Delta T \lambda_b
$$

(1)
Where $\rho$ is the photo-elastic coefficient (~0.22) of the fiber material, $\alpha_f$ is the thermal expansion coefficient (~0.55×10^-6/°C) and is the thermo-optic coefficient (~8.6×10^-6/°C) of the FBG, $\varepsilon$ [3] is the axial strain due to thermal expansion and we take the cross-section area of the polymer coating is 100 mm^2. Figure-1 shows the simulated reflected spectrum from the FBG in the temperature span of 20°C to 100°C and figure-2 illustrates the correlation between the $\Delta\lambda_b$(in nm) and the change of temperature (in °C).

Conclusion: The presented analytical model demonstrates notable temperature sensitivity owing to the incorporation of a polycarbonate-coated Fiber Bragg Grating (FBG). This model has successfully achieved an enhanced temperature sensitivity of 0.0365 nm/°C (where the conventional bare-FBG has temperature sensitivity ~0.0142 nm/°C)
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**Size dependent emission tuning in coupled dye doped step index polymer optical fibers**
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The whispering gallery modes [WGMs] in microcavities significantly enhance the light-matter interactions [1]. The organic dye-doped polymer fibers have been reported as WGM resonators [2, 3]. A coupled fiber laser was reported for single-mode lasing by using the Vernier effect [4, 5]. However, in the previously reported works, few-mode fibers were used, and the coupled fiber laser with multimode fibers needed to be explored more. The multimode dye-doped uncladded step-index fibers were fabricated [3], and lasing from fibers was observed separately and by coupling the two fibers. The coupled fiber laser system consists of two dye doped step index polymer optical fibers with unequal diameters 250μm and 350μm. One of the fibers was excited using a 532nm Q switched Nd:YAG laser and the emission was collected from the other using a CCD Spectrometer. The smaller diameter fiber was transversely excited, and emission (peak emission wavelength a) was collected from the surface of larger diameter fiber. Similarly, while exciting the larger diameter fiber, the emission (peak emission wavelength b) was collected from the fiber with smaller diameter. With the same pump pulse energy, it is observed that a is considerably smaller than b with a shift in the peak emission wavelength of approximately 22nm.
Fano line-shaped transmission and photon coupling emission in hybrid optical nanowire structure
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Advanced light-matter interface configurations like nano waveguides[1], ring resonators[2], and quantum electrodynamic (QED) cavities[3] exhibit reliable and efficient fluorescent photon coupling as well as photon channeling. Here we have designed a Bragg cavity-based hybrid waveguide system (shown in Fig. 1(a)) which exhibits a Fano line shape in the transmission spectra. The photon coupling and the emission rate of the dipole placed in the hybrid cavity exhibit a Fano line shape (shown in Fig. 1(b)). Further, the coupling efficiency of this cavity is found to be 80% at the largest Purcell factor of 100/265. The Purcell factor for the emitter located at the interface of the diamond nanowire and the optical nanofiber is found to be ~85% of the Purcell factor for the dipole positioned at the center of the diamond nanocavity.
Fig. 1. (a) Schematic picture of the designed hybrid cavity with $D_{tn}$, $D_{dn}$, $L_e$, $L_f$, a, b, and c indicating the diameter of the optical nanowire, the diameter of the diamond nanowire, the etched length, the free length, cavity length, periodicity, and air groove diameter respectively. $L_d$ denotes the distance between the starting point of the etched part and the closest air groove. The red dot with a double side arrow and the blue dot represent the dipole and the center of the coordinate system, respectively. (b) Dipole emission from the dipole in the proposed structure in position $(D_x/D_y/D_z)$=(0/20/102 nm).
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Fiber Bragg Gratings (FBGs) are passive optical fiber sensors [1] and are unaffected by high electromagnetic (EM) fields. Their thin (250 micron with coating) form factor [2] makes it easy to embed them in composite material within the electromagnetic (EM) coil. Solenoid EM coils are made of copper conductor winding which is reinforced with insulating fiber/epoxy composite material. The ID and OD of the cylindrical EM coil used are 24.6 mm and 70mm. So within this EM coil (yellow cylinder mounted between two nylon C-blocks as shown in fig. 1(a)) of thickness of 23 mm, two FBGs at central wavelengths 1548.040nm and 1562.051nm were embedded by inserting protective sleeves during fabrication.

Fig. 1. (a) Current coil under testing with fiber embedded in sleeves (b) Temperature measured using FBG

Pulsed (underdamped) high current with peaks ranging from 16.7 kA to 49.61 kA were passed through the
The duration of each pulse is 2 to 4 milliseconds. One minute after every pulse the peak temperature is attained due to ohmic heating in the coil and then it slowly reaches room temperature by natural cooling. Peak temperatures attained at different current peaks is plotted in fig. 1(b). Repetitive experiments confirmed the same temperature values from 31 °C at 16.7 kA to 90.5 °C at 49.61 kA. However there was a shift of 50 to 100 picometers in the characteristic wavelength of FBGs (at room temperature) after several trials, which might be because the composite material has slightly readjusted itself adding to some residual stress on the FBGs. Further studies can help in delineating the effect of temperature and strain, designing current coils with long life and with higher duty cycle.
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The present study aims to blend the decency of natural resources in the synthesis of metal nanoparticles which can exhibit the transducing mechanism of LSPR. The basic idea is to propose a cost-effective, portable LSPR-MIP-based probe as shown in Fig. 1 for the selective detection of formalin in food products like milk, soft drinks, and water bodies. Formalin is looked upon as a food preservative and is widely used to increase the shelf-life of consumable products. Ingesting formalin above the recommended amount can be carcinogenic to humans in the same way as it can provoke detrimental effects on water bodies and harm the existence of aquatic life. To date, many analytical studies [1][2] along with experimental studies [3] have been reported that suggest our proposed theme of combining selectivity (MIP), economical factor and eco-friendly (green synthesis approach) might be more work efficient.

Fig. 1. Schematic of the proposed LSPR-MIP probe
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The main challenge in laser spectroscopic outdoor trace gas sensing applications [1] is the need to ensure that the systems are immune to mechanical vibrations and dust that cause fluctuations in the received light intensity. This paper presents a robust, highly specific and highly sensitive $R_1/\Delta I_1$ wavelength modulation spectroscopy (WMS) [2] technique that can overcome this seemingly simple problem. Figure 1a shows outdoor measurements of nitric oxide (NO) from the exhaust of a car running on petrol using a portable WMS system. The system was designed with a 10 mW mid-infrared 5257 nm quantum cascade laser (Alpes Lasers, HHL-1154). The absorption line of 5262.92 nm with line strength $2.32 \times 10^{-20} \text{cm}^{-1}/(\text{mol cm}^{-2})$ was chosen. The NO concentration extracted by fitting a simulated $R_1/\Delta I_1$ to the experimental $R_1/\Delta I_1$ obtained was 152 ppm at 0.3 bar as shown in Fig 1b. Figure 1c shows the raw quantity $R_1$ with vibration intentionally introduced in the system. The $R_1/\Delta I_1$ WMS algorithm successfully extracts the NO concentration despite the significant variation in the quantity $R_1$ as shown in Fig 1d. The extracted mole fraction turns out to be 660 ppm in each case. The Allan deviation analysis of NO shown in Fig 1e establishes the minimum detection limit as 1.97 ppm for a path length of 28 cm. This corresponds to a pathlength normalized sensitivity of 551 ppb-m. Figure 4f shows the excellent long-term stability of the detection limit of our system over 8 h.
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Light-matter interaction with nano-waveguides has become a platform for various contemporary research fields typically in quantum photonics [1]. Cavity creation on nano-waveguides is a crucial requirement for enhancing the interaction strength to utilize in the field of cavity quantum electrodynamics (QED) [2,3]. In this prospect, an optical nanofiber (ONF, a subwavelength diameter fiber) based cavity is a promising candidate due to its ability to automatically coupling to single-mode fiber (SMF) in the fiber networks [2]. The spontaneous emissions from a quantum emitter (QE) can be enhanced by introducing a cavity structure on the ONF to facilitate the longitudinal confinement and realize cavity QED. Another interest of the ONF-based cavity is that the guided field can be transmitted over long distances for communication [2].

Here, we propose a slotted photonic crystal cavity (SPCC) structure on the ONF for cavity QED. Figure (a) shows the schematic diagram of the proposed device. The structure has been designed by assuming a QE emission wavelength of around 800 nm using FDTD simulations [3]. Here, two sets of Bragg mirrors with a defect region and a slot in the middle have been considered on an ONF. Introducing the slot not only facilitates QE to be housed in the strongest intensity field but also significantly enhances the spontaneous emission rate of QE. Figure (b) shows the spontaneous emission characteristics [Purcell factor ($P_f$) and coupling efficiency ($\eta$)] of QE with SPCC structure. We have achieved Purcell factor enhancement ~ 120 and a high single-photon coupling efficiency of ~ 90% into the fiber-guided modes in the presence of a slot, at N = 25. Thus, the presently designed SPCC structure with a single QE may open new possibilities in quantum information science [1].
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Operating in wavelength range of 1800-2100 nm, thulium doped fiber lasers (TDFL) find applications in numerous areas of medical, industrial and academics. In the past decades, TDFLs have achieved high power and high optical-to-optical slope efficiency (OSE) (>50%) beyond the quantum efficiency limit of ~40%, possible due to cross-relaxation process available under 793 nm pumping [1]. In this work, an experimental study to improve the OSE for an all-fiber thulium doped fiber laser operating at 1940 nm is presented. The experimental setup consisted of six pump laser diodes (PLD), which were combined with a (6+1) pump combiner (PC) followed by a high reflective fiber Bragg grating (HR-FBG), thulium doped active fiber (TDAF), low reflective FBG (LR-FBG) and a cladding mode stripper (CMS); as shown in fig.1 (a). For method 1: length optimization of the TDAF was performed using cutback method with an initial length of 5 m using cutback step size of 0.5 m. Intrinsic lasing (around 2000 nm) was observed up to 4 m of TDAF. The highest OSE of 61% for length in the range of 3-3.5 m with circular-spiral routing and 10% LR-FBG configuration was observed. For method 2: circular-spiral routing of the TDAF was compared with elliptical-spiral routing. The Elliptical-spiral routing improved the OSE as by 4 % and, also reduced the optimum length of TDAF to ~3 m. The comparison OSE with respect to the length of the TDAF and routing diagram is shown in fig.1(b) and (c) respectively. In method 3: the LR-FBG reflectivity was changed between 5,10 and 50%. Reflectivity of 10% resulted in the highest OSE of 65%, with 52% and 48 % for reflectivity of 5% and 50% respectively. In conclusion, the most optimal resonator configuration was achieved using 3 m length of TDAF, elliptical-spiral routing, and LR-FBG with reflectivity of 10% which resulted in OSE of ~65% against a total pump power of 36 W. Such OSE optimization methods can also be used for fiber lasers at other wavelengths.

Fig.1 a)Experimental set up; b)OSE compare between circular and elliptical spiral routings c) i) circular and ii) elliptical spiral routing diagrammatic representation
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We present an all-fiber method for efficient switchable vector-modes generation using a mode-selective coupler (MSC) designed with a standard step-index fiber. Modulating the wavelength achieves both switching and phase matched selectivity of desired vector modes.

Optical beams with the vector characteristics provide access to manipulate the polarization, exhibiting high purity of quantum characteristics, enhance their applications by fully exploiting the degree of freedom related to polarization, particularly in high dimensional quantum systems [1,2]. While vector modes offer a full spectrum of benefits, they crucially relies on specialty fibers with complicated refractive index profile (RIP) [3]. However, designing MSC with such fiber is complicated, efficiency limited and requires high precision setups [4]. In this context, design of MSC using a standard step-index fibers via simplified fabrication technique while providing standard performance is highly desirable as demonstrated here.

In this work, we present the design of a MSC using standard step-index (25/125 µm, NA 0.12, OFS Inc. supporting 4 modes at 1550nm) fiber via a special cascaded weakly fusing technique that enables not only selective mode coupling via phase matching but also wavelength-modulated switching of the generated modes with polarization control, thereby preserving the vector characteristics in the generated modes, as shown the setup and results in figure 1.

By leveraging the inherent vector properties of higher order modes (HOMs) of the fiber, ~96% device efficiency is demonstrated. More details will be presented during the conference. Such simple and highly efficient all-fiber based devices, with outstanding performance of preserving vector characteristics of generated modes are highly potential for various application such as quantum communication, quantum technology, particle manipulation and modes switching.

Authors thank Prof. Gilbetro Brambilla, University of Southampton, UK for laboratory access.
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Guided Mode Resonance (GMR) is an optical phenomenon occurring in nanostructures consisting of a grating layer and a waveguide layer on a substrate. Light incident on the grating layer gets diffracted into many orders, and one of the orders gets coupled to the waveguide mode on specific phase matching conditions, and a resonance condition occurs. This effect manifests as a peak in the reflection spectrum or a dip in the transmission spectrum. For a GMR with specified structure parameters, the resonance condition is sensitive to the refractive index (ri) of the surrounding medium and incident light conditions, including the polarization state, wavelength, and angle of incidence. Different interrogation techniques, namely wavelength, angular, intensity, and phase-detection methods, are employed for detecting the GMR signal corresponding to a change in the ri of the surrounding medium. Phase detection schemes have provided higher sensitivity and lower limits of detection as compared to other techniques [1]. The phase of the GMR signal varies abruptly around the resonance condition and this property is utilized in phase detection of GMR.

Apart from the double layer structure consisting of waveguide and grating layers (DGMR), single layer grating structure (SGMR) can also exhibit guided mode resonance phenomenon. Here we compare the phase sensing capability of SGMR and DGMR for TM polarization through simulations. The Ansys FDTD simulation tool [2] was employed for the study. Both SGMR and DGMR were designed to have the resonance at 632.8 nm. The refractive index of the cover medium was varied from 1.339 to 1.3445 in steps of 0.0005. From simulations, it is observed that SGMR shows better phase sensitivity as compared to DGMR.
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We study cavity soliton (CS) formation and Kerr frequency comb generation in whispering gallery mode (WGM) resonator using Lugiato-Lefever model with parity-time (PT)-symmetric potential in the anomalous dispersion regime.

In 1987, Lugiato and Lefever (LL) developed a model commonly known as Lugiato and Lefever equation (LLE) that has been extensively used to describe optical dissipative structures in the domain of cavity nonlinear optics [1]. The system under investigation is depicted in fig.1 which consists of a cavity of radius \( r \). The normalized complex slowly varying envelopes of the various eigenmodes can be obtained by using the modal expansion model [1, 2]. LLE model for the present system can be expressed as

\[
\frac{\partial \psi}{\partial \tau} = - (1 + i\alpha) \psi + i|\psi|^2 \psi + V(\phi)\psi - \frac{i}{2} \frac{\partial^2 \psi}{\partial \phi^2} + F,
\]

where \( \psi(\phi, \tau) \) is the complex envelope of the total intracavity field, \( \phi \in [-\pi, \pi] \) is the azimuthal angle along the circumference, and \( \tau \) is the dimensionless time, \( \alpha \) is frequency detuning, \( \beta \) is the dispersion parameter, \( F \) is the dimensionless external pump field intensity, and parity-time (PT)-symmetric potential \( V = A(\cos \phi + iV_0 \sin \phi) \) with \( A=0.1 \), and \( V_0 = -1 \) [2, 3].

![Fig. 1. Schematic of a CW laser pumped ring resonator. The coupling is achieved by using a tapered fiber.](image)

![Fig. 2. (a) Formation of directional bright soliton molecules, (b) corresponding Kerr comb. Simulation parameters are , , and and the initial pulse: .](image)

The bright cavity soliton in nonlinear optical cavities is a widely known phenomenon. In fig.2 (a), we observe the formation of a directionally tuneable cavity soliton molecule, initiated with an extremely narrow and small gaussian pulse. Here, term “soliton molecules” refers to multi-peaked solitons. The corresponding Kerr comb generation is shown in fig.2 (b). We may use these resonators in optoelectronic applications for data storage.
Abruptly Autofocusing Ring Airy Gaussian Vortex beam through PT symmetric Potential

Shakti Singh¹ and Akhilesh Kumar Mishra²

¹Department of Physics & ²Centre for Photonics and Quantum Communication Technology, Indian Institute of Technology Roorkee, Roorkee-247667, Uttarakhnd, India
ssingh7@ph.iitr.ac.in, akhilesh.mishra@ph.iitr.ac.in

Introduction: The Ring Airy Gaussian vortex beams (RAGV), which are characterized by their remarkable abruptly autofocusing (AAF) nature [1], have revolutionized the domain of optical communications. Due to the field structure, these beams are non-diffracting in nature and possess self-healing properties. The study of optical beams in different types of potential has rapidly gained momentum due to its remarkable applications.

Theory and Results: The propagation of RAGV in PT symmetric potential is governed by the equation,

\[ \nabla^2 u + 2ik \frac{\partial u}{\partial z} + V(r)u = 0. \]  

We solve above equation assuming following solution-

\[ u(r, \varphi, 0) = A_0 A_i \left( \frac{R_0 - r}{b w} \right) \exp \left( - \left( \frac{R_0 - r}{w} \right)^2 \right) r^l e^{il\varphi}, \]  

where \( A_0 \) is constant amplitude of the field, \( A_i \) is the Airy function, \( R_0 \) is the radius of the primary ring, \( b \) is distribution function parameter, \( l \) is the topological charge of the beam [2]. \( V_r \) is the PT symmetric potential [3] whose mathematical expression is given by,

\[ V(r) = \cos \left( \frac{R_0 - r}{w} \right) + id \sin \left( \frac{R_0 - r}{w} \right). \]  

Figure 1. Maximum peak intensity evolution of RAGV beam in PT symmetric potential for \( b=0.12 \) with loss/gain coefficient (a) \( d=-0.5 \) (b) \( d=0.5 \). Simulation parameters: \( w=0.8 \text{mm} \) \( R_0=1 \text{mm} \), \( \lambda=795 \text{nm} \) and \( a=0.05 \).

Figure (1) shows that with larger topological charge \( l \) maximum peak intensity \( (I_{\text{max}}) \) gets larger. Also, \( I_{\text{max}} \) assumes far larger values for positive \( d \) as compared to that for negative \( d \).
Conclusion: In summary we have found PT symmetric potential significantly affects the intensity profile of the RAGV beam during propagation.
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The spatial optical solitary waves in nematic liquid crystals (NLCs) are referred to as nematicons. The nematicons are widely used in all-optical interconnects, readdressable configurations, all-optical steering, and routing devices [1].

The thermal response of nematicons in a parabolic potential has been studied numerically by employing the finite difference method. The model equations of the system are given by,

\[ 2i \frac{\partial X}{\partial z} + \frac{\partial^2 X}{\partial x^2} + \frac{\partial^2 X}{\partial y^2} + X \sin^2 \xi + \frac{1}{2} Ye^{iz(1+\gamma(x,y))} \sin 2\xi + V(x,y)X = 0, \]

\[ 2i\gamma(\tau) \frac{\partial Y}{\partial z} + \frac{\partial^2 Y}{\partial x^2} + \gamma(\tau)^2 \frac{\partial^2 Y}{\partial y^2} - Y \sin^2 \xi + \frac{1}{2} Xe^{iz(1+\gamma(\tau))} \sin 2\xi - V(x,y)Y = 0, \]

\[ \nu(\tau)V^2 \xi + (|X|^2 - |Y|^2) \sin 2\xi + 2Re \left( X Y^{*} e^{iz(1+\gamma(\tau))} \right) \cos 2\xi = 0, \]

where, \( V(x,y) = V_0(x^2 + y^2) \). The thermal response coefficient (\( \tau \)) is the solution of the heat equation, \( \mu \nabla^2 \tau = -|X|^2 - |Y|^2 \).

Fig. 1  
Fig. 2  
Fig. 3
Single-peak nematicons exist only in the absence of a thermal response coefficient and exhibit periodic oscillation as shown in Fig. 1. The double-peak nematicons are obtained in the presence of a thermal response coefficient as plotted in Fig. 2. As the thermal response coefficient increases, the wavelength of periodic oscillation increases linearly as depicted in Fig. 3. Higher harmonics of nematicons can be generated by varying the values of the thermal response coefficient in a parabolic potential.
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This paper explores two-soliton dynamics among highly nonlinear fibers, specifically, chalcogenide fiber. We focus on two temporally separated solitons in a single-mode fiber, revealing significant modification of Kerr-induced interaction by interpulse Raman scattering.

Our research has focused on the impact of interpulse Raman scattering on the nonlinear interaction between two temporally separated pulses. We conclude that in highly nonlinear materials, the solitons propagate shorter distances without any interaction. At the same input power, without Raman interaction, highly nonlinear materials show collision much earlier between the two soliton pulses, and when Raman effects are included, the soliton pulses separate near 40m, indicating an out-of-phase collision.
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The nonlinearity of hemoglobin is studied using Close and Open aperture Z-scan techniques at various concentrations and constant activation laser (CW) power. The thermal lensing effect is attributed to the nonlinearity in this case. According to this concentration-dependent study, we found that nonlinear refractive index and absorption coefficient increases with hemoglobin concentrations. Due to the effects of self-defocusing and reverse saturation absorption, the hemoglobin has a negative n and a positive β. Excited-state absorption is also caused via the RSA effect.

The CA Z-Scan experiment revealed no asymmetry because the hemoglobin concentration was lower, resulting in moderate nonlinearity in the sample. The study may also be used to estimate hemoglobin concentrations in human blood cell samples using both the OA and CA configurations.

From 0.5 μM to 150 μM of hemoglobin is prepared as suspensions in Pbs buffer. We began with a lower value of 0.5 μM because the hemoglobin concentration in human serum is less than 0.6 μM.
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GNO247  Decoration of the Sb2Se3 nanowires with CsPbBr3 nanocrystals and Study the Nonlinear Optical Response
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The incorporation of lead halide perovskite nanocrystals with low dimensional materials shows an enormous tendency in optoelectronic devices as in solar cells and photocatalysts processes [1-4], while a comprehensive study of the nonlinear optical (NLO) properties is yet to be established in these co-operatives systems because a robust nonlinear response is of essential for optical limiting and switching applications [5]. In this study, we decorated the CsPbBr3 nanocrystals on the Sb2Se3 nanowires and studied the nonlinear optical behavior of the decorated system CsPbBr3@Sb2Se3 using the Z-scan technique. Our findings reveal a remarkably strong excited-state absorption (ESA) phenomenon in CsPbBr3@Sb2Se3, starkly contrasting to the pristine materials (CsPbBr3 nanocrystals and Sb2Se3 nanowires) with 532 nm excitation wavelength in the nanosecond regime. We attribute this observed ESA to the efficient charge transfer processes, which occur between the CsPbBr3 nanocrystals and Sb2Se3 nanowires. Further, quenching in the photoluminescence (PL) intensity of CsPbBr3 nanocrystals in the presence of Sb2Se3 nanowires corroborates our idea. Moreover, we also demonstrate our device's optical limiting and switching performance. Overall, our results provide a valuable degree of freedom to engineer nonlinear optical responses for hybrid system-based photonic devices.
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To optimize and design the pulse propagation, we investigate a chalcogenide glass fiber with elliptical and circular core cross-section. We take $\text{As}_{40}\text{S}_{60}$ and $\text{As}_{42}\text{S}_{58}$ as core and cladding materials for standard step index fiber. By optimizing the fiber structure, we calculate the nonlinear coefficient ($\gamma$), and the group velocity dispersion (GVD, $\beta_2$), for the fundamental modes of the fibers.

Fig. 1 presents the numerical results related to SCG obtained by launching a hyperbolic secant pulse with a width of 200 fs, and a peak power of 1 kW at a wavelength of 3.15 µm into a 10 cm long circular core fiber. The result demonstrates the SCG of 2.1 µm wavelength band at a distance of 4.2 cm. In the case of the elliptical core fiber shown in Fig. 2., the input pulse experiences the SCG of 2.2 µm at a distance of 3.3 cm when the pulse is launched at 2.8 µm wavelength.

It is noteworthy that when utilizing an elliptical cross-section, the flat wavelength band further increases and this flatness is achieved with a shorter fiber.
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GNO251 Fiberized mid-infrared single-photon sources in Few-Mode Fibers

Shruti Jain, Deepak Jain
Optics and Photonics Centre, Indian Institute of Technology Delhi, New Delhi, India
shruti@physics.iitd.ac.in

The development of fiber technology in the mid-infrared (mid-IR) wavelength region has opened up numerous possibilities for the creation of all-fiberized mid-IR single photon sources. There are only a few demonstrations of mid-infrared single-photon sources and not even a single source based on fibers. The mid-infrared wavelengths offer fundamental vibrational absorption to several molecules and gaseous, making them attractive for spectroscopy and sensing applications. Specific mid-infrared wavelengths offer low atmospheric scattering and absorption, which makes them attractive for free space, long haul, and secured optical communication through satellites. In this work, we have optimized the fiber parameters (such as core diameter and refractive index difference between core and cladding) for Germania glass to achieve a zero dispersion wavelength (ZDW) at different wavelengths of available pump sources such as 2 μm (Tm, Ho-doped silica fiber laser), 2.75 to 3 μm (Er, Ho, Dy-doped ZBLAN fiber laser), and 3.5 μm (Er-doped ZBLAN fiber laser). The core diameter and NA have been tuned to achieve the first or second ZDW at desired wavelengths in 2 to 10 μm wavelength region. We have calculated the phase shift for small core diameters for pumping at 2.5 μm and achieved phase-matching for LP01 mode. Since coupling pump light into such fiber is difficult to attain, we calculated phase shift for large core diameters for pumping at 2.58 μm. Phase-matching condition is being fulfilled for a wide range of frequency for LP21x mode, While, LP21y, it occurs at a specific frequency 2.06 um (~145.5THz) as idler wave and 3.465 um (~86.5THz) as signal wave because of effective index profile of LP21x mode is more linear compared to the LP21y mode. The proposed fibers can prove a milestone in the development of fiberized mid-infrared single photon sources.

Fig.1. (a), (b) and (c) Calculated phaseshift and dispersion for different core diameters.
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A fiber laser is more efficient and effective in high-energy multi-kW industrial laser applications than other conventional laser technologies. However, undesirable effects such as non-linear phenomena (SRS, SPM, and SBS) and modal instability (MI) thresholds limit the power scaling. Here, we investigate a bend-compensated ARC-fiber design that can ensure single-mode operations by coiling fiber to increase the relative losses of higher-order modes (HOMs). Bend compensation techniques have been developed to use selectively suppress all HOMs by tailoring the refractive index of the optical fibers. This design uses a combination of a low-NA parabolic core with a negative slope-clad refractive index profile. We have optimized the bending diameters and mode area scaling of few-mode large mode area (LMA) graded index fiber for high-power fiber lasers. This design is particularly immune to bend-induced mode distortion and effective area shrinking. We perform numerical simulations using the full-vectorial finite element method (FEM) to analyse the double-clad fiber design with dimensions of 120/300/400 µm. Here, we achieved an effective area of 3000 µm² for the fundamental mode (FM) at 62 cm bend diameter, while offering losses of more than 56 dB/m for the HOMs and lower than 0.1 dB/m for the FM at 1060 nm wavelength, and the power overlap factor discrimination between FM and least lossy HOM is given as 52.14 %. The circular symmetry design ensures easy handling and use of fiber in any orientation of the bend. This fiber can be coiled to facilitate integration into a compact laser system, and it is adaptable to different wavelengths too. Here we have got an effective area that is as large as can be offered by rod-type fibers. These fiber designs will open the pathways to tackle limitations for achieving high average power and high peak power fiber lasers and amplifiers.

Fig. (a) calculated bending losses and effective area (b) power factor of FM & HOM in the core w.r.to bend radii for 0.025 NA fiber with 120 µm core thickness and alpha parameter, α = 1.8.
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GPH253  Solid State Lighting using Multiple Phosphor Layers Exited by Blue Laser Beam: Experimental and Theoretical Study of Thermal Behaviour
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We report laser based solid state lighting for generating broadband light source for general illumination and visible light communication. We have used a combination of three phosphors and a single blue laser source for exiting these phosphors. We demonstrate two topologies layer-by-layer and side-by-side arrangement of these phosphors coated on glass slides by screen printing. One dimensional, Third Order, thermal model circuit is designed for these phosphors using average phosphorescent decay lifetime obtained experimentally using time resolved photo photoluminescence. Here, phosphors are place in order of their refractive index variation. We report that parallel or side by side topology shows least temperature as compared to that of all the junctions in layer-by-layer model. Experimental results of spectral distribution of red, yellow and green phosphor exited by blue light will be presented along with the result of lifetime measurement for all three phosphors will be also presented. Optical properties such as color rendering index (CRI), correlated color temperature (CCT) and CIE 1931 chromaticity coordinates and along with equivalent electronics thermal circuit will be also presented. Laser based solid state lighting has great future for general illumination with high brightness and high directionality, and visible light communication.

Acknowledgement: The authors are thankful to DST-SERB for Project Number CRG/2022/003490 for financial assistance. Also, thankful to IITD-Sonipat Campus for characterization facility of Time-Correlated Single Photon Counting and Steady-State Photoluminescence.
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Solid-state-lighting (SSL) is the current state-of-art technology for general-purpose illumination, high-tech displays application, and electronic devices [1]. In the era of SSL for artificial intelligence and robotic driving with high brightness white light emitting diode (LED) could not survive due to its efficiency droop
(ED) [2]. ED limits the generation of photons per unite area of LED by limiting input current densities. It’s very much predetermined for an ultrahigh-brightness and high spatial resolution the most predicated solutions could be a laser diode which produces light like LED and operates much higher current and do not suffer from ED. In SSL the phosphor-converted laser diode (pc-LD) white light source, LD is focused onto the small area of phosphor for an ultra-high brightness illumination but the early thermal degradation and even in extreme cases phosphor resin burning appear. The most feasible approach for producing white light in pc-LD source is similar to pc-LED in which a blue LD is used to excite a down-conversion yellow phosphor \( \text{Y}_3\text{Al}_5\text{O}_{12}: \text{Ce} \) for generation of yellow photons. Further, the residual blue photons which are extracted from the phosphor layer due to scattering, combines with yellow photons to generate white light. But yellow phosphor possesses an optical spectrum that lack of deep red color parameter \( (R_\text{9} \sim 100\%) \) and color rendering index (CRI) <60. To improve the quality of white light we introduce a significant amount of red and green emitter and removal of thermal heating used a rotating wheel. In this paper, we used three-color commercially available phosphor \( \text{SrAlSiN}_3: \text{Eu} \) (627.0nm - Red), \( \text{Y}_3\text{Al}_5\text{O}_{12}: \text{Ce} \) (555.0nm - Yellow) and \( \text{SrBaSiO}_3: \text{Eu} \) (515.0nm - Green) combination for the experiment to design a sun like full spectrum (SFS) white light source with high thermal stability. We took a combination red and green with yellow in all possible configurations. High power blue LDs \( (\lambda=450.0\text{nm} \Delta \lambda=5.0\text{nm} P=1.5\text{Watt}) \) are aligned to illuminate rotating wheel attached with a 12V dc- motor, coated in novel concentric ring (width 5.0mm each) configuration pattern with green, yellow, and red phosphors. The rotating wheel system protects phosphor burning from direct exposr of high-power lasers as well as makes the illumination uniform. The proposed systems with inner ring of green middle one of yellow and outer most coated with red phosphor has CRI 87 and the color temperature is 5572K cool white light with color coordinates very close to proper white light \((0.33, 0.33)\). This work can be internally involved in illumination systems such as artificial solar simulator and headlamp.

Acknowledgment: D.K., R.K.V., D.S.M. thanks to DST (project: DST-SERB/CRG/2022/003490). D. Kumar, PMRF fellow acknowledges the financial support from MoE.
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Solar cell is one of the most promising sources for sustainable and clean energy. It has been observed that over 30% of sun light reflected back from top surface of the bared silicon solar cell [1]. Nanostructuring of the top surface is one of the best methods that can reduce the reflection losses in the solar cell [2]. In the present work, we study a silicon-perovskite heterostructure for tandem thin film solar cells where we incorporate a triangular lattice nanostructured pattern with parabolic morphology in order to enhance the optical absorption efficiency of solar cell.

Fig. 1 gives the numerically computed optical absorption for a spectral region of 400 nm to 1200 nm where the schematic of lattice structure of the nanostructured thin film has been shown in the inset of Fig. 1 (a-b). From the graphs, it is clear that the light absorption has been enhanced in nanostructured surface as compared to planar sample. The absorption in nano-structured thin film is enhanced by means of proper
geometrical lattice structure and morphology on the surface. In the present Si-perovskite tandem solar cell scheme, the absorption is enhanced in visible region and as well as in the near infra-red region that will also enhance the overall efficiency of tandem solar cell. We further give over all rationale of the design and diverse near and far field optical analysis or the spectral region of study. We extend our study to the complete electrical characterization inorder to estimate the I-V characteristics as well as the short circuit current density of the heterostructure thin film, in order to investigate the over all performance of the studied thin film solar cell.

![Absorption Spectra](image)

**Figure 1**: Optical absorption spectra of a nanostructured thin film in comparison to a planar sample. (a) Silicon thin film (~500 nm) (b) Tandem silicon-perovskite heterostructure (Silicon thickness: 500 nm and Perovskite thickness: 300nm).
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Silicon photonics is of current interest due to CMOS compatible fabrication process steps, and its transmittance property in telecom wavelengths. In this work, design of a rib waveguide-based silicon intensity modulator is considered. A large cross section silicon rib waveguide (LCRW) was designed using OptiFDTD software on a silicon-on-insulator (SOI) platform with device layer thickness of 5 µm. The dimensions of the waveguide were optimized such that it supports only the fundamental TE and TM modes. After the modal analysis, the rib width and height have been optimized as 6 µm and 2.25 µm. The computed effective indices of the waveguides were 3.44189 and 3.44174, for TE and TM modes, respectively. In order to utilize the designed LCRW as a phase modulator, the initial step is to provide suitable doping to the substrate to make use of free carrier plasma dispersion effect in silicon [1]. This helps in altering the effective refractive index of the propagating modes under the influence of an electrical bias (Drude-Lorentz model). The finalized doping depth, electrode separation and the doped regions are shown in Fig.1. The optimized doping configuration contains n and p type impurities uniformly distributed along a depth, d (0.5 µm to 0.75 µm). The device layer was considered to have slight p-doping, whereas, highly doped n region has a doping concentration of $10^{20}/cm^3$. In this configuration, the estimated change of effective index was $\sim 0.028$ for 5 Volt biasing (using Silvaco TCAD). Finally, this phase modulator was placed in one arm of a rib waveguide based Mach Zehnder Interferometer (MZI), where a phase change can be created with respect to the reference arm, by applying electrical signal. The intensity of light output of this MZI structure depends on this phase difference. Two 3dB splitter/coupler and four S-type bent waveguides [2], were utilized for complete design of intensity modulator.

![Fig.1: Designed phase modulator in SOI substrate (a), and the fundamental TE mode profile (b).](image)
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Fluorescence microscopy (FM) is a powerful tool to image transparent specimen like specific molecules/proteins and sub-cellular structures. The purpose of fluorescence microscopy is to highlight only the items of interest against a black background by using labelling. Fluorescence imaging has become the mainstay of microscopy in the field of biology due to its inherent selectivity. Besides providing sub-cellular resolution, it allows for direct visualization of the inner workings of physiological processes (such as Ca-signaling, division). At present, several improved fluorescent proteins and probes are supporting this technique.

Herein, we report a compact design of waveguide based total internal reflection fluorescence (wTIRF) microscopic system. The proposed system uses a microscope glass slide (1mm thick) to guide the total internal reflection (TIR) mode of illumination and generates evanescent field over its surface. The microscope glass slide behaves as multimodal waveguide which has several advantages over chip-based waveguide TIRF at the cost of depth of resolution. wTIRF is single-shot imaging as no waveguide scanning is required and achieve automatic averaging intensity high contrast images with around 600nm axial resolution from the surface of the glass plate. For distinct validation of wTIRF, the comparison between wTIRF and epi-fluorescence microscopic images of polystyrene spheres (PS) of the same field of view is shown. To demonstrate the applicability of the developed system in the cell biology, the system was used to image various cell lines such as U2OS and Mouse embryonic fibroblast (MEF) cells.

Fig. 1 (a),(b) are Epi-fluorescence and wTIRF images of PS of size 7.3µm recorded with 20X/0.8NA. (c) and (d) are line plot across yellow line in image (a) and (b) respectively.

Fig. 2 (a,b) MEF and (c,d) U2OS cells stained with phalloidin alexa fluor 488nm, recorded by wTIRF.
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Structure illumination enhances the resolution with a large field of view (FOV) in the imaging system. Such illuminations mostly focus on the conventional system with circular symmetry for an imaging system. However, other apertures have also attracted attention for different reasons and their own advantages. For instance, an annular aperture in the imaging system increases its focal depth and narrower point spread function [1]. Such specially designed apertures may find applications in optical microscopy, and endoscopy. However, due to the nature of its dual cut-off, its full spectrum reconstruction is still a challenging task. Recently, random illumination has also been used for resolution enhancement through the iterative generation of the synthetic aperture from the reconstructed object waves under various random pattern illuminations and using a low-pass circular filter [2].

In this paper, we present a new method for resolution enhancement using random pattern illumination. Here, we use an annular aperture filter in the frequency space and demonstrate its advantages over the low-pass circular aperture filter. The annular aperture with a large obstruction ratio ($\varepsilon = 0.9$) is selected for the same. The simulation for the object and their spectra passing through the annular aperture of $\varepsilon = 0.9$ is shown in Figure 1(a) and 1(b) respectively compared with the reconstructed object and their spectra as shown in Figure 1(c) and Figure 1(d) respectively. In conclusion, we have proposed a new scheme for enhancing resolution in the imaging system.

![Figure 1](image_url)

**Figure 1:** (a) and (c) is the image of the direct and reconstructed object respectively with (b) and (d) their respective Fourier spectra.
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Many applications like forensic, surveillance, medical, and satellite imaging require zooming the area of interest in an image. However, digital zooming is limited by the spatial resolution of an imaging system. The plenoptic camera is an innovative technology as it captures the radiance and provides both spatial and angular information. Plenoptic camera is different from conventional camera. It has array of micro lens placed between objective lens and image sensor. Each Micro Lens Array (MLA) forms a whole image. Our developed plenoptic camera has 28x28 MLA and an objective lens of 25mm. In other words, our plenoptic camera gives 784 low resolution images in single frame. Images were captured under lab-generated artificial turbulence at the receiver plane. We developed super-resolution algorithms to obtain turbulence-free high-resolution image. Our Super-resolution technique extracts sup-pixel information from multiple low-resolution images to get high-resolution images. We implemented noise adaptive parameters with the steepest gradient optimization to avoid overfitting and noise amplification. It was observed that the resolution of an image has increased without artifacts. The proposed algorithm is fast, easy to implement, and gives better results compared to other interpolation methods. We successfully obtained super-resolved image up to 8 times (8x) the original image with increased SNR (Signal to Noise Ratio) and better SSIM (Structural Similarity) index than other super-resolution methods.
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Conventional camera like charged coupled detector (CCD) or complementary metal oxide semiconductor (CMOS) needs millions of pixels to capture or sample a complete information. To boost resolution of an image number of pixels in camera has been increasing over the years even up to over 100 megapixels. But what if one single pixel is used in the detection process and burden of sampling is shifted from camera to the light source? Target object is illuminated by a series of spatially resolved patterns called as structured light where single pixel detector (SPD) records the intensity value corresponding to each light pattern [1].

In this paper, we present our idea on experimental measurement of diffraction pattern in a non-interferometric approach and in an in-line geometry using a single pixel detection strategy. This is realized by using the structured light illumination and shifting the sampling process from the camera to the light source. Proof of principle is presented with estimation of the diffraction pattern at a distance $z$ from an incoherent circular source. In order to experimentally test, we consider structured illumination with a cosine basis of an incoherent circular aperture and its diffraction pattern is evaluated. The sparse diffraction pattern at a distance $z=3.6$ mm from the focal plane is shown in Fig. 1(b) which is interpolated digitally and result is shown in Fig. 1(c). Fig. 1(a) represents the optical geometry for illumination with structured light and single pixel detection.

Figure 1. (a) Optical geometry of experimental set up; Experimental result: diffraction pattern of the circular aperture at distance $z=3.6$ mm from the focal plane (b) sparse distribution; (c) Interpolated distribution

In conclusion, we have presented a new method based on the structured light illumination along with initial results for two dimensional measurement of the diffraction pattern of an incoherent source from a single pixel detection.

Acknowledgment: Tanushree Karmakar would like to acknowledge support from DST-INSPIRE (IF190840) and Science and Engineering Research Board (SERB) India CORE/2019/000026.
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Landscaping SAM and OAM with Tightly Focused Vector Lissajous Beam Embedded with Vortex Phase
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Vector Lissajous beams (VLB) are a class of structured light beams formed by the superposition of two mutually orthogonal, coherent, and synchronized sinusoidal oscillations with slightly different frequencies and are characterized by their unique and intricate intensity patterns. VLB is often described as a generalized form of CVBs in the vector beams with two parity polarization order (p,q). Manipulation of these polarization index offers the advantage to engineer the imaginary parts of beam in longitudinal component and control the local distribution of Spin Angular Momentum (SAM) associate with circular polarization in the beam [1]. Recently, Svetlana N. Khonina et.al proposed a method for generation of VLBs using metalenses based on subwavelength grating (SG) and demonstrated tightly focused VLB with proper choice of (p,q) also assures the negative energy [2]. Wu et.al numerically investigated the chiral properties of VLBs and manipulation of chiral particle [3]. In this work, we numerically investigated the SAM and OAM of tightly focused VLB and demonstrated that upon selective choice of polarization parity (p,q) and the inclusion of vortex phase generate many novel landscape of SAM and OAM distribution suitable for several novel spinning and rotational manipulation of trapped micro and nano particles. As an example here we demonstrated the for the VLB with order (3,3) generated four intense spots with SAM inphase with the OAM vectors fig-(1-b)where as the inclusion of vortex phase generated different landscape of SAM and OAM in every quadrant fig(1-a).
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Investigating the retrieval of obscured objects in a unique imaging setup, where a laser beam passes through a rotating diffuser, creating incoherent light [1]. This light illuminates the target object, causing image convolution with the Point Spread Function (PSF) of a static diffuser. Advanced techniques like Weiner [2], Lucy [3], and Blind Deconvolution [4] are applied to reconstruct these obscured objects. Our preliminary outcomes and rigorous analysis demonstrate the effectiveness of various deconvolution methods in restoring the original object from convoluted images. This research provides valuable insights into light propagation and object retrieval under challenging conditions. These initial findings set the stage for further exploration in optical imaging through diffusive media, offering potential for future discoveries and advancements in this evolving field.

Figure 1: (a) Target object; (b) Image of the object illuminated by incoherent light; (c) PSF of the imaging system; (d) Scrambled image; (e) Reconstructed object using Lucy Richardson deconvolution; (f) Reconstructed object using Weiner deconvolution; (g) Reconstructed object using Blind deconvolution.
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LSB128 Transverse mode filtering of a diode laser using a solid spacer three-mirror ring cavity at 1064nm
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The pre-stabilized laser in LIGO detectors [1] have stringent requirements regarding frequency noise, power noise, and pointing stability. In this work, we design and implement a three-mirror rigid spacer ring cavity called Pre-mode cleaner (PMC) to provide spatial transverse mode filtering of the laser output. At the same time, it also reduces beam jitter or spurious beam deformations. We use a 3-mirror cavity for our PMC with mirrors separated by a solid steel SS304 spacer. It comprises of two flat mirrors, with reflectance of 0.98 and 0.99, and the end mirror is a highly reflective concave mirror with a radius of curvature of 1000m. The total cavity length is 344 mm. A Pound Drever Hall (PDH) lock [2,3] keeps the diode laser (Orion 1064nm) resonant inside the PMC by actuating on end mirror and hence controlling the cavity length. The experimental schematic is shown in Figure 1. We chose 17MHz as the EOM modulation frequency for PDH locking which will be done using a Moku:Lab [4]. The sideband harmonics and higher-order modes are separated by the choice of modulation frequency and length of the triangular cavity. We obtain a PDH error signal similar to that obtained based on frequency-domain simulations (Figure 1).
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Spatial coherence property of light is a fundamental feature which characterizes the degree of correlation between two distinct points in space of an optical wave. Understanding and tailoring coherence has implications in a wide range of applications ranging from imaging to telecommunication [1].

This paper presents an investigation on tailoring the spatial coherence, defined in terms of degree of coherence (DOC) \( \eta(r_1, r_2, \omega) \), by interaction of light with a layered interface. In order to estimate the \( \eta(r_1, r_2, \omega) \) for a transverse wave in the vectorial domain, a 2×2 cross-spectral density matrix \( W(r_1, r_2, \omega) \) (CSD matrix) is used. Interaction of the stochastic vector light field with the layered media is realized by using the angular spectrum method, Fresnel coefficient and with appropriate co-ordinate transformation for light propagation in different media having refractive indices \( n_1 \) & \( n_2 \) (\( n_1 \neq n_2 \)) as shown in figure-1(a). This procedure is implemented for both orthogonal polarization components of the light and then the CSD matrix is expressed as [2],

\[
W(r_1, r_2, \omega) = \langle E^*(r_1; \omega) E(r_2; \omega) \rangle
\]

where \( r_1 \) & \( r_2 \) are two spatial points in the light.

Degree of coherence is

\[
\eta(r_1, r_2, \omega) = \frac{\text{Tr} W(r_1, r_2, \omega)}{\sqrt{\text{Tr} W(r_1, r_2, \omega) \text{Tr} W(r_2, r_2, \omega)}}
\]

Here, incident beam is partially coherent Gaussian Schell Model beam and its interaction is considered with the interface between air(\( n_1=1 \)) and a millimetre-thick media (\( n_2 \)).

Fig:1(a) Represents a geometry of light beam at the interface, (b) plot of \( \eta \) vs. \( (r_1-r_2) \) at \( \Theta = 40^\circ \& 55^\circ \) for different material of \( n_2 = 1.61 \& 2.62 \).

This result shows that by increasing \( n_2 \) longer coherence length can be achieved and increasing \( \Theta \) affects more than \( n_2 \) to make the coherence length longer.

Acknowledgement: Financial support from Board of Research in Nuclear Sciences (BRNS Grant No. 58/14/04/2021-BRNS/37092) is acknowledged.
LSB290  A Comparative Study of Extraordinary and Ordinary Modes in Self-Focusing of Elegant Hermite Cosh-Gaussian TEM_{04} Mode Laser Beam in an Collisionless Magnetized Plasma
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In this present study, we take advantage of the elegant hermite cosh-Gaussian laser beams ability to focus on themselves in collisionless magnetized plasma. The ponderomotive force is the primary cause of the nonlinearity in the dielectric constant that is being considered here. Using WKB and paraxial approximations in the context of a parabolic wave equation approach, differential equations for the beam width parameters in the two transverse dimensions of the beam have been developed. Fourth order Runge-Kutta is used to numerically solve these equations. On a graphic, the impact of decentred parameters in the beam's two transverse dimensions as well as polarization modes has been shown and described.
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Abstract: We experimentally demonstrated a method to generate a sub-diffraction limit spot by focusing a left circularly polarized light using a specific optical element (OE). Instead of a high numerical aperture (NA) system with a small focal length, we applied this method for a system with a large focal length.

Introduction: The diffractive nature of light limits the focal spot size of a conventional imaging system to a diffraction limit of $0.5\lambda/NA$, where $\lambda$ is the wavelength [1]. A sub-diffraction limited spot has various significant applications, such as in high-resolution Raman spectroscopy, optical tweezers, high-resolution imaging, stimulated emission depletion microscopy, and so on [2]. Researchers have used tight focusing conditions using a high NA lens to generate a sub-diffraction limited spot with circularly polarized light [3]. However, the limitation with a high NA is the short focal length and complex fabrication. Here, we experimentally demonstrate the formation of a sub-diffraction spot using a standard lens of large focal length ($f = 30 \text{ cm}$).

Sub-diffraction spot formation: In this approach, the left circularly polarized beam, obtained from a linearly polarized Gaussian beam with the help of a quarter wave plate, is passed through an optical element (OE)
that is made up of two materials of different refractive index (RI) [Fig. 1]. This OE generates two regions of opposite phases in the beam’s cross-section as the beam passes through the OE. For a proper ratio between the two regions of OE based on our numerical calculation, the sub-diffraction spot is obtained at the focal plane of the lens [Fig. 2(b)]. From calculations, the obtained spot size (46.8 µm) is about 1.14 times smaller than the diffraction-limited spot of 53.2 µm for our focusing system. Hence, this method is suitable for optical systems with large focal lengths. The spot size can be further reduced by precise control of the ratio between the two regions of the OE and using a high NA lens.

Fig. 1. Geometry of the OE  
Fig. 2. Intensity distribution at focus (a) without OE, and (b) with OE
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Introduction

Spatial solitons are self-trapped optical beams that propagate through a medium as a result of the balance between diffraction and nonlinear response of the medium. In this paper we study the stability of soliton in Parity-time (PT)-symmetric self-defocusing systems which support real eigenvalue spectra up to a threshold value of complex potential.

The Mathematical formulation

Beam propagation in nonlinear system governed by Nonlinear Schrodinger Equation (NLSE)

\[ i \frac{\partial \psi}{\partial z} + d \frac{\partial^2 \psi}{\partial x^2} - \beta |\psi|^2 \psi - \beta_2 |\psi|^4 \psi + (\nu_r + i \nu_i) \psi = 0 \]

Where

\[ \nu_r + i \nu_i = \nu \text{Sech}^2(x) + i \epsilon \text{Sech}(x) \text{Tanh}(x) \]
Where $\psi$ is the amplitude of propagating beam, $d$ is diffraction coefficient, $\beta$ and $\beta_2$ are coefficients of Kerr and quintic nonlinearity respectively, $\nu_r$ and $\nu_i$ are coefficients of real and imaginary components of PT symmetric potential [1]. Considering a stationary solution and solve eigen value equation numerically for first four Eigen states by varying system constants.

Result and discussion

A soliton is said to be stable only if the imaginary part of the Eigen value $\mu$ is zero. The findings demonstrate that nonlinearity and the depth of the real potential well determine the threshold value of the coefficient of the imaginary component of the symmetric potential at which the spontaneous breaking of symmetry occurs.

References


LSB293 Influence of critical beam radius on domains of order of skew-cosh-Gaussian laser beam for self-focusing / defocusing in collisionless plasma


$^1$Department of Physics, Shivaji University, Kolhapur, Maharashtra 416 004, India.
$^2$Rajarshi Chhatrapati Shahu College, Kolhapur, Maharashtra 416 004, India
$^3$Department of Physics, Government Polytechnic, Khamgaon, Buldhana 444 312, India
$^4$Department of Physics, Devchand College, Arjunnagar, Kolhapur 591 237, India.
*Corresponding author: atvalkunde@gmail.com, mvtphyunishivaji@gmail.com

In the present theoretical investigation, the skewness parameter $s$ and order of skewness $n$ enhances the electric field amplitude of skew-cosh-Gaussian (skew-chG) laser beam which has led us to explore many interesting aspects of evolution of spot size of laser beam propagating in collisionless plasma. Here, Akhmanov’s parabolic wave equation approach sets up the beam-width parameter equations for the skew-chG laser beam propagating in collisionless plasma under paraxial and WKB approximations. The nonlinearity in the dielectric constant of collisionless plasma is basically due to ponderomotive force. In the present article, an analytical treatment to reduce the complexity arising through dual dependence of $n$ and $s$ in the beam-width parameter equations has led us to explore the domain dependent impact of minimum critical beam radius on the evolution of beam-width parameter differential equation. The different domains in plots of beam-width parameter equations against critical beam radius for given values of skewness parameter, $s = 0.5$ and $1.0$ implies the possibilities of focusing as well as defocusing of the laser beam which
are revealed in final plots of beam-width parameter against dimensionless distance of propagation. However, the high-resolution plots of beam-width parameter equations against critical beam radius for given values of skewness parameter, $s = 0.5$ and $1.0$ throws light on intricacies in propagation dynamics of spot size. Results are shown graphically and discussed.
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We present the theoretical and experimental study of non – diffracting, non – spreading and self - accelerating Airy beam. The propagation of 2D Airy beam was done in free space as well as through Random media. On propagating the beam through Random media, we have observed its self - healing property at certain diffraction lengths. While propagating the beam, the main focus was kept on the main front lobe of the beam which acquires the maximum intensity of the beam. After a certain length, it was observed that the beam shows its profile as perturbation resilient which means it is healing itself on obstructing it and it was found out that the length upon which it regains its intensity and profile depends upon the amount of randomness or turbulence present in the phase of the Random media taken.

The theoretical study of the propagation of the Optical Airy beam was done in MATLAB in which the beam is propagated through a random phase screen of randomness $0.511 \times 10^{-3}$ in which the self—healing property of the beam was observed then to verify the observed property experiments was done in LMR Lab (CURAJ), in which a simple diffuser was made, which allows the beam to propagate through it and at the same time, it create some obstruction in the profile of the Airy beam.

To represent the self – healing of the main lobe, a numerical parameter called ‘correlation coefficient’ is also found out, which represents the relation between the intensity of the main lobe on the propagation distance. And other interesting thing that we found out is that once the main lobe heals itself then internal power of the beam will rearrange itself as such that it tries to heal other secondary lobes also.

**References**

The tight focusing properties of azimuthally polarized axisymmetric Bessel-modulated Gaussian beam with quadratic radial dependence (QBG beam) in high numerical aperture system through dielectric interface is analyzed numerically by vector diffraction theory. It is noted that increase in beam parameter increased the spot size and focal depth. It is also observed that for a single spot is observed in case of greater than 2 two spots with different intensity variations are observed. But in case of using complex values from μ, the spot size is very much confined and focal depth increased considerably. We also observed that by using annular obstruction with δ=0.5 and δ=0.75 a highly confined focal spot with FWHM of 0.378 λ having large focal depth around 31.42λ is obtained for complex valued μ.

In the present theoretical investigation, the authors explored the impact of linear absorption on self-focusing and defocusing of the first five TEM\(_{0p}\) mode Hermite-Gaussian laser beams in the collisional plasma. The nonlinearity in dielectric function taken into account herein is primarily because of the elastic electron–ion collisions. It seems that modes with even values of \(p\) exhibit self-focusing whereas modes with odd values of \(p\) exhibit defocusing behaviour of beam-width parameter variation with dimensionless distance of propagation. It has been found that absorption is crucial for the self-focusing of laser beams and that the self-focusing nature of the beam-width parameter decreases with propagation distance. The entire theoretical formulation is established using Akhmanov’s parabolic wave equation approach under paraxial and WKB approximations. By using fourth order Runge–Kutta method the numerical computation is completed. Finally the behaviour of beam-width parameters with the dimensionless distance of propagation is presented graphically and discussed.
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The emission characteristics of a nanosecond (ns) laser-produced plasma (LPP) strongly depend on laser parameters as well as the nature and pressure of the ambient gas [1, 2]. We investigated the spatio-temporal evolution of a ns Zinc LPP using optical emission spectroscopy (OES). The spatio-temporal variation of emissions from the plasma as a function of irradiation energy is investigated. Further, the evolution of plasma as a function of ambient pressure (P_b) and irradiation energy at a fixed integration time is also studied and reported. At initial timescales of plasma expansion and for all E_l’s investigated, l_n maximizes closer to the target surface, whereas at later timescales, ln maximizes farther from the target. On the other hand, li appears at earlier timescales and decreases thereafter, signifying possible recombination. At lower E_l, the emission intensity of neutrals (l_n) is higher than that of ions (l_i), whereas at higher E_l, l_i dominates. Upon varying the pressure from 0.08 Torr to 200 Torr, while l_n and l_i increase monotonously for shorter distances, l_n and l_i increase, reach a maximum, and then decrease at larger distances. Details of this investigation and its discussion are presented.

Figure 1: A 3 ×4 matrix of 2D plots, with each element in the first two columns representing the variation of l_n [a - c] and l_i [d- f] as a function of time (X-axis) and distance from the target on (Y-axis). The next two show the variation of the l_n [g - k] and l_i [m- p] as a function of pressure (X-axis) and distance (Y-axis)
Low earth orbit ISR (Intelligence, Surveillance, and Reconnaissance) satellites monitor military activities on ground with very high spatial resolution. These satellites employ high-quality electro-optical sensors like CCD and CMOS to take high resolution images of ground surface. These satellites can be dazzled or blinded by high energy lasers operating from ground surface. This paper discusses the design aspects laser systems that can track and take counter actions against ISR satellites. Primarily, a low energy pulse laser is used to range and track the satellite. Laser pulse is transmitted towards the low earth orbit satellite. The retroreflector fitted in the satellite reflects back to the receiver. Time of flight concept is used to measure the exact distance between the station and satellite. However, achieving millimeter accuracy in SLR poses challenges due to atmospheric disturbances, instrumental errors, and satellite motion. A detailed analysis has been carried out that covers radar link equations, atmospheric condition, background conditions, sub system parameters etc. A laser with few milli joule of energy is determined to be sufficient for tracking satellite that carries retroreflector. In the context of countering satellites, the paper explores the design of a high-power pulse laser system to potentially disrupt the electro-optical imaging sensors. The analysis includes theoretical studies to estimate the required power level under various conditions. The proposed system consists of a high-power laser source, transceiver optics, detectors, and other subsystems, capable of detecting and tracking satellites up to long ranges in slant range. When necessary, it can initiate countermeasures, firing high-energy pulses at overhead satellites to disrupt their optical sensors. The study suggests that a solid-state laser having specifications such as pulse energy few joules, pulse width few Nano seconds can saturate or damage imaging sensors under different atmospheric conditions in low Earth orbit. Detailed system configurations, encompassing laser transmitters, receiver detectors, event timers, and tracking systems, are provided, contributing to the development of ground-based satellite ranging systems. This technology aims to enhance space control and security in the context of evolving geopolitical dynamics.
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Three-dimensional caustic surface of a rotational symmetric beam exhibits an autofocusing property. Beams emanating from a caustic surface $r(z) = b - a^z$ meet at a focal distance $f = \frac{z}{b/a}$ [1]. At input plane these beams are expressed as:

$$n(r) = \exp\left[-\frac{(r-ba)^n}{w_0^2}\right] \exp(\psi_{r0}),$$  

where the phase function $\psi_{r0}$ is defined as

$$\psi_{r0} = \frac{k n^2 (an-a)^{1/n} (r-b)^{2-1/n}}{(n-1)(2n-1)},$$

here $k = 2\pi/\lambda$ is the wavenumber and $\lambda$ is the wavelength. Different values of phase functions can be obtained by setting different even values for $n$. To study the effects of chirp, a factor $\exp\left[-ic\left(\frac{r}{w_0}\right)^2\right]$ is introduced in the expression (1) of the rotational symmetric beams, where $c$ is the spatial chirp parameter [2]. We have numerically conducted propagational studies of such beams in free space as well as weak turbulence conditions.

![Phase mask](image1)

![Focusing property for n=2, c=0.4](image2)

![Focusing property for n=2, c=-0.4](image3)

Figure 1. (a) Phase mask to generate autofocusing beams, propagation dynamics of the beam for (b) c=0.4 and (c) c=-0.4.

As depicted in fig. 1 (b) and (c), the spatial chirp modifies the focusing property of the beam in free space.
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In recent years, microplastics pollution has emerged as a significant contaminant in ecosystem, primarily due to its small size and long-lasting nature. Microplastics (MPs) are dispersed widely throughout ecosystems via natural processes like wind and water. Consequently, microplastics have infiltrated freshwater, soil, air, and the food chain. However, identifying microplastics within the complex matrix of soil has proven challenging. This paper presents a rapid, non-destructive method for the identifying of microplastics (PE) embedded in soil. The approach leverages emerging terahertz transmission spectroscopy imaging technology, coupled with a machine learning algorithm for analysis. The experiment involves a sample holder with two compartments: one filled with pre-treated soil (left) and the other containing a mixture of soil and microplastics at varying concentrations (1%, 2%, 4% and 8%) (right).

Simultaneously, image processing is carried out on the physical sample across different frequency from 0.1THz to 0.7THz, employing a qualitative discrimination model based on Machine Learning algorithm. The images are segmented using binarization threshold and pixel properties are calculated. The terahertz transmission images of sample with different concentration of microplastic mixer are processed to visualize the presence of microplastics. This study demonstrates the potential terahertz imaging technology in detection of microplastics within soil, addressing a critical need for effective microplastic analysis in complex environmental matrices.
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Active harmonic mode-locked fiber lasers (AHML) are required in various applications such as microwave signal generation, optical clock distribution and photonic analog-digital converters [1]. However, the stability of the AHML is influenced by environmental distribution such as fluctuations in room temperature and vibrations causing variation in the cavity length resulting in issues such as increased timing jitter, pulse dropout, and frequency instability [2]. This work focuses on novel control technique to stabilize the AHML from environmental disturbance based on power measurement of supermodes. Our experiments have shown that the integrated optical power of supermodes is higher in unstable conditions (approx. -10 dBm) than in stable conditions (< -32 dBm).

![Schematic diagram of the control system](image)

Figure (1): (a) Schematic diagram of our control system, (b) Control algorithm operation (RF power & Applied voltage) over time.

Fig 1 (a) shows the schematic diagram of our control system involving photodetector to convert the integrated optical power of the supermodes from AHML into an electrical signal which is measured using an RF power meter and sent to logic control board via ADC. The goal of the logic control board is to constantly monitor the RF power meter's output and ensure the integrated optical power of the supermodes remains minimized (< -32 dBm) to operate AHML in a stable regime by sending correction signal from the DAC to the PZT fiber stretcher via high voltage amplifier. Fig 1 (b) shows the voltage applied to the PZT fiber stretcher by the logic control board over ~1800 seconds while the control algorithm is operational. We are currently exploring the implementation of dynamic step correction to improve the efficiency of our control system.
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NPH129  Selection of brightest gold nanotags for Surface-enhanced Raman spectroscopy
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The choice of Raman reporter is a significant aspect for improving the imaging sensitivity and multiplexing capabilities of SERS nanoparticles, particularly when attempting to read out Raman signals from NPs deeply buried in tissues¹-³. In this study, we have investigated the combination of three AuNPs with a range of different Raman reporter molecules. Three resonant reporters, IR-125, IR-820, IR-797 and three non-resonant reporters (2-bi-(4-pyridyl) ethylene (BPE), biphenyl-4-thiol (BPT) and 4-mercaptobenzoic acid (MBA) bound to gold nanoparticles of different morphologies – nanospheres and nano-raspberries. We used commercially available AuNPs and in-house synthesised gold nano-raspberries (AuNRBs) using the green chemistry method⁴ of reduction of gold ion by 2-[4-(2-hydroxyethyl)-1-piperazyl] ethane sulfonic acid (HEPES). The method carried out limits the need for extensive post-synthesis routines of biofunctionalization to improve sensitivity. The appropriate reporter concentration, and volume ratio of reporter to nanoparticle concentration parameters were analysed to provide a valuable assessment of the reporter molecule that gives maximum SERS enhancement for these AuNPs. We have used 785 nm laser excitation to find the brightest ‘Raman reporter – gold nanoparticle’ combination for further use in deep Raman multiplexed imaging. We have demonstrated that AuNRBs provide significant SERS enhancement with better sensitivity for Raman resonant reporters due to strong label binding affinity of dye to gold surface as compared to non-resonant dyes. It also explains inherently stronger signals generated by surface-enhanced resonance Raman scattering (SERRS), as opposed to surface-enhanced Raman scattering (SERS). These simple, scalable and tunable size AuNRBs are excellent candidates for predicting which Raman reporters could improve sensitivity and be used for deep Raman multiplexed imaging.

Figure 1. Schematic representation of different morphology gold nanoparticles after tagging with resonant and non-resonant reporter showing stronger SERRS enhancement than SERS.
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NPH130 Coupling NV centers to surface states in nanophotonic structures
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The Tamm plasmon structures are recently proposed as a viable platform to modulate the emission dynamics of quantum emitters [1]. Nitrogen-vacancy (NV) centers in nanodiamond is proposed as a qubit due to its exceptional optical and spin properties. However, their emission is required to be modified to fully harness their use for quantum technologies. Here, the Tamm plasmon structure with coupled NV centers has been fabricated and the emission pattern has been measured. The reflectivity spectra (Fig. 1a) show the appearance of Tamm mode at 660 nm which overlap with NV center emission range. The NV center coupled with Tamm mode shows enhanced emission centered at 660nm while suppressing other modes in the emission as compared to emission from a reference sample (NVs in PVA film) as seen in Fig. 1b. Fig. 1c shows the decay measurements. The enhanced decay rate of the Tamm mode coupled with NV centers support the increase in the NV center emission as seen in Fig. 1c.

Fig. 1: (a) The measured reflectivity spectra from the Tamm structure, (b) The measured emission from the reference sample and nanodiamonds coupled to Tamm structure, (c) Comparison of decay curves

The emission spectra show the narrowing of NV emission at 660 nm and the lifetime has been reduced from 16 ns for the reference sample to 11 ns for the NV’s coupled to Tamm structure. A comprehensive study on the wavelength depended lifetime of NV’s has also been done. Our studies show the use of Tamm plasmon structures for...
enhancing the emission from quantum emitters.

ACKNOWLEDGEMENTS
The authors acknowledge financial support from IIT Ropar, DST-ICPS, and DST-SERB.

References

NPH131 Novel method for the fabrication of titanium nitride thin films from sputtered metal films
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Titanium nitride films possess distinctive structural, electrical, and optical characteristics, rendering them highly sought-after for a variety of technological applications. Typically, these materials are produced via physical vapor deposition (PVD) and chemical vapor deposition (CVD) techniques. This study focuses on the synthesis of titanium nitride thin films by the gas nitridation process of RF sputtered titanium metal films at a temperature of 600°C, utilizing ammonia gas as nitrogen source. At the given temperature, ammonia undergoes dissociation, resulting in the liberation of nascent nitrogen. Simultaneously, ammonia establishes a covalent bond with titanium metal film. In this study, we aim to analyse the optical and electrical properties of as-deposited metal films and the films obtained after nitridation. The films possess thicknesses within the range from 50 to 150nm. The structural investigation has been conducted using a combination of GI-XRD and Raman spectroscopy techniques. The electrical properties were analysed by using Hall measurement in the van der Pauw configuration. The optical properties were studied using the reflection and transmission spectra recorded in the visible range. The energy bandgap of the titanium nitride films were determined using the Tauc plot obtained from the transmittance spectra. The electrical and optical properties of the titanium nitride films with varying thickness were analysed in order to establish a correlation with plasmonic characteristics.

NPH132 Studies on the Magneto-Optical Faraday Rotation of surfactant assisted Fe₃O₄ nanoparticles

Mubeena Rafi¹, Lakshmi B², Honey John¹,³, Pramod Gopinath¹,²*

¹ Inter University Centre for Nanomaterials and Devices, Cochin University of Science and Technology, Cochin -682022, India
² International School of Photonics, Cochin University of Science and Technology, Cochin- 682022, India.
³ Department of Polymer Science and Rubber Technology, Cochin University of Science and Technology, Cochin – 682022, India.
*Corresponding author: pramod@cusat.ac.in.

Superparamagnetic magnetite (Fe₃O₄) nanoparticles were synthesized using chemical coprecipitation method with polyethylene glycol (PEG) as surfactant at room temperature. Structural, morphological, magnetic and optical properties of these nanoparticles were investigated using XRD, TEM, VSM and UV-Vis absorbance spectroscopy. Magneto-optical properties of magnetite nanoparticles (MNP) were studied by
measuring the Faraday rotation, which is a measure of the material interaction with plane polarized light in presence of magnetic field. The Magneto-Optic Faraday Rotation (MOFR) studies were performed on stable dispersion of MNPs in ethylene glycol with a volume fraction of $1 \times 10^{-3}$ for two laser sources of different wavelength (532 nm and 655 nm) up to a magnetic field of 2000 Oe. For both wavelengths, for the initial fields a gradual increase in rotation is observed and at higher fields the MOFR becomes saturated. Due to the saturation behaviour of MOFR and the superparamagnetic behaviour, the magneto-optical data are fitted using Langevin function. The magneto-optic response of Fe$_3$O$_4$ at 655 nm is more pronounced compared to that at 532 nm. This is due to the intervalence charge transfer transition (IVCT) at 2.05 eV corresponding to two Fe sites differing only in oxidation state, namely $[\text{Fe}^{2+}]_{2g} \longrightarrow [\text{Fe}^{3+}]_{eg}$. Controlling the optical properties by magnetic field as done in MOFR find wide applications in different fields.
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NPH133 Surface enhanced Raman scattering using periodic array of shape anisotropic nanostructures
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Surface enhanced Raman spectroscopy (SERS) is a popular technique for real-time label-free detection of chemical and biochemical fields [1], [2]. An advanced SERS substrate includes 3D distribution of nanostructures, tuneable plasmonic enhancement, closely placed nanostructures for excitation of coupled plasmonic modes. The sensitivity of the substrate depends on nanostructure morphology, whereas the uniformity is dependent on the regular geometry of the nanostructure. Current literatures describe that the shape anisotropic nanostructures cause enhanced hotspots at sharp edges due to charge accumulation. Literatures with star shaped Ag and Au nanoparticles, shape anisotropic dendrites are demonstrated to create larger enhancement than the spherical shaped colloidal Ag NPs. However, the anisotropic NPs are unstable and agglomerate randomly, generating irreproducible hotspot orientation. Thus, solid substrates are preferable for long term durability.

We created template of PS beads on Si wafer, further utilised the PS template to induce anisotropy into the beads itself. The beads were heated with O$_2$ plasma to create etching and shrinking for various times. In this study, we examined the impact of shape anisotropy on the enhancement of SERS by creating a nanoscale template with a high degree of anisotropy. We investigated the effect of shape anisotropy on SERS enhancement upon development of a highly anisotropic nanosized template for SERS substrate. The created substrate was optimised using R6G as a probe molecule. Further a theoretical investigation using the finite difference time domain simulation was conducted to determine the amount of local electric field around the array of nanostructures. The comprehensive study provides valuable insights regarding the mechanism of
Raman enhancement in SERS.
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NPH134 Nonlinear Optical Study of Copper Indium Sulphide/Zinc Sulphide Core-Shell Quantum Dots
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Linear and nonlinear optical response of copper indium sulphide/zinc sulphide Quantum Dots (CIS/ZnS QDs) prepared by simple aqueous method is investigated. The morphological and optical characteristics of the sample were analysed using XRD, TEM, UV-Vis Absorption, and fluorescent spectroscopy. For the investigation of the sample’s nonlinear response, the Z-Scan technique is employed along with Nd-YAG laser operating at a wavelength of 532 nm and pulse width of 6 ns as a laser source. The nonlinear optical property of the prepared sample was done with varying sample concentrations and LASER input power. It was observed that the sample showed Reverse Saturable Absorption (RSA) behaviour at all input powers and sample concentrations. However, as concentration increased, the sample showed enhanced RSA behaviour up to an optimum concentration, and from then, it started to decrease with increasing concentration. The CIS/ZnS QDs dispersed in water at this optimum sample concentration of 0.75 mg/mL is chosen for the intensity-dependent nonlinear study. The laser power varied from 30 μJ to 190 μJ and the sample continued to show RSA behaviour. The calculated nonlinear absorption coefficient at 100 μJ is 3.31x 10⁻⁹ cm/W.
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Real time detection of bacteria by plasmon-enhanced spectroscopy
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Bacteria pose a major threat to ecosystem and connected life forms. A few diseases can be caused by bacteria. Development of efficient methods for detecting bacteria in sample is a significant interest for both environment and biologists. This can help in monitoring and addressing potential health and ecological concern. Plasmon enhanced spectroscopy (PES) is a powerful technique for detection of bacteria. The contaminants such as pathogens could be determined based on the shape of spectra and Nanoparticle which enhanced the spectrum signal.

Fig1: The detection of bacteria with help of spectroscopy
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Tunable Transition Metal Dichalcogenide Based Metasurfaces in Anisotropic Medium

*K. M. Anu*, Jayasri Dontabhaktuni*

1Department of Physics, Mahindra University, Hyderabad, India, 500043
*Corresponding author: jayasri.d@mahindrauniversity.edu.in

Metasurfaces have emerged as powerful tool for manipulating electromagnetic waves at the nanoscale, enabling various applications in optics, telecommunications, and sensing [1,2]. In this study, we investigate
the design and potential applications of metasurfaces constructed using transition metal dichalcogenides (TMDCs) in anisotropic medium. TMDC’s have received extensive attention in the past decade due to their extraordinary electronic, optical and thermal properties making them interesting for various optoelectronic applications, such as ultrafast modulation, light emission, photodetection and light harvesting as well as for fundamental investigations of strong light–matter interactions [3,4]. The anisotropic medium, in which these TMDC-based metasurfaces are embedded, introduces additional degrees of freedom for tailoring light–matter interactions. This anisotropy can be harnessed to achieve unprecedented control over wavefront shaping, polarization conversion, and dispersion engineering. We explore the fundamental physics underlying TMDC-based metasurfaces in anisotropic environments, providing insights into the design principles that govern their performance. Through theoretical modelling and validation, we demonstrate the tunability and versatility of TMDC-based metasurfaces in anisotropic medium. Furthermore, we discuss potential applications of these metasurfaces in the context of emerging technologies, including metasurface-enabled imaging systems, quantum optics, and on-chip photonic circuits. This research paves the way for the development of next-generation optical devices and systems with enhanced performance and functionality.
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Understanding the interactions between quantum emitters (QE) such as quantum dots or dye molecules, and resonant cavity has been a norm in cavity quantum electrodynamics (QED). This fundamental understanding can facilitate technologically advancements in the areas of lasing, cavity opto-mechanics, etc. While light-matter interaction is weak in general, it is significantly more interesting with the Epsilon Near Zero (ENZ) materials. In these materials the real part of dielectric permittivity goes to zero at the ENZ wavelength ($\lambda_{ENZ}$), consequently, for a low loss ENZ material the refractive index also becomes vanishingly small at $\lambda_{ENZ}$. This effect supports the excitations of non-propagative modes along with a pool of other non-intuitive properties within the ENZ media. [1] Tuning the material properties of ENZ media effectively controls the coupling between the non-radiative and radiative modes, within the media. This ability to tailor the emission spatially, spectrally, and temporally provides novel degrees of freedom in controlling emissions from embedded emitters within ENZ media and trapping fields within confined materials. The proposed geometry for emission tailoring is as shown in figure 1a, an ultra-thin layer of ENZ material on top of a thick SiO$_2$ slab with a point emitter encapsulated in an air bubble kept below it. The
ENZ layer is electrostatically gated to actively tune the plasma frequency, and hence the $\lambda_{\text{ENZ}}$. When the $\lambda_{\text{ENZ}}$ of the thin-film matches the emission wavelength of the point emitter (1600 nm), far-field radiated power is quenched due to the non-radiative modes in the ENZ media (figure 1b). In order to actively control the coupling between non-radiative and radiative modes, the ENZ layer is electrostatically gated, which effectively tunes $\lambda_{\text{ENZ}}$ and dynamically controls the quenching in far-field radiated power (figure 1c) with respect to gate voltage. Such spectral control of emission at nano-scale can develop newer understandings and facilitate technological developments for holography, sensing, and high-speed communication applications.

Figure 1: (a) Schematic of the Emission tailoring device with a 5 nm thick ENZ layer on top of a SiO$_2$ bulk with a point emitter placed beneath it. (b) Far-field radiated power versus $\lambda_{\text{ENZ}}$ of the ENZ layer. (c) Dynamic tuning of radiated power using electrostatic gate applied over the ENZ layer for emission wavelength of 1600 nm.
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NPH326 Enhanced Detection of Rhodamine 6G Vibrational Bands through AuNPs Facilitated SERS
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Surface Enhanced Raman Spectroscopy (SERS) is revered for its ultra-sensitive detection capacities, often attributed to nanostructures providing 'hotspots'[1]. Our study prioritizes Rhodamine 6G, a marker molecule, and its interaction on a substrate constructed with gold nanoparticles (AuNPs) on a Silicon Nitride (SiN) base. The architecture results in nano-gaps, catalyzing an electromagnetic enhancement due to the AuNPs. Distinct vibrational bands of Rhodamine 6G within 1400-1600 cm$^{-1}$ demonstrated notable amplification, spotlighting the molecule's unique resonance effects in the presence of AuNPs[2]. Our findings, indicating a discernable concentration-dependent enhancement at diminutive concentrations of Rhodamine 6G, underscore the potency of AuNPs in delivering ultra-sensitive detection. In parallel, traditional Raman measurements affirmed SERS' superior sensitivity. Our findings not only emphasize the efficacy of AuNPs in accentuating Rhodamine 6G's molecular signatures but also indicate potential applications in fields like pharmaceutical analytics and environmental sensing. We believe our methodology will be instrumental in advancing optical sensing innovations, optimizing detection limits, and pushing the frontier of non-destructive molecular assessments.
Optical and Optothermal forces on Colloids in Plasmofluidic Field
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Optical tweezers have emerged as a powerful tool to manipulate and study the physics of micro and nano sized particles ever since its first demonstration by Ashkin et al\(^1\). But, the inability of conventional optical tweezers to manipulate very small objects due to their diffraction limited laser spot and high laser power necessity, has led to a need to develop alternate trapping techniques like nano-optical tweezers which make use of surface plasmon resonances. Surface plasmons (SP) are resonant oscillations of the surface electrons with the incident EM field that propagate along the metal surface.

In this work, we study the trapping mechanism of plasmofluidic traps that couple plasmonic trapping with thermally-induced fluid flow\(^2\). Plasmonic trapping sites are generated by using optical excitation in total internal reflection (TIR) based Kretschmann geometry to achieve large-scale nanoparticle assemblies with assistance from optothermal effects. By simulating the SP and consequent thermal fields using finite element method based COMSOL software, we study the interplay between the non-radiative effect of SP (intensity gradients) and the radiative effect of SP (temperature gradients). The temperature gradient creates a convective and slip fluid flow which drives nanoparticles afar to the heated excitation spots\(^3\). As the same flow tries to drive them away, the optical force due to SP holds them back at the excitation spot, forming a plasmofluidic trap. Since p-polarized light is most effective and s-polarized light is least effective in exciting SP, the intensity of surface plasmons can be controlled, thus enabling control over the consequent temperature distribution and optothermal effects. It is observed that when two SP excitation spots are in near vicinity, the SP fields can interfere to facilitate optical potential wells midway and lead to a line of temperature gradient and even temperature hotspots between the two excitations\(^4\). By using multiple parallel/counter-propagating excitation beams with varying polarisations, various types of interference patterns and resultant temperature gradients can be generated which can give rise to interesting nanoparticle assemblies.
under dynamic equilibrium. Through this study, we explore various parameters which enable precise manipulation of nanoparticles as well as lead to a better understanding of the plasmonic and optothermal fields at play.
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Fabrication of hole-particle pair hybrid plasmonic substrates for SERS based bio-sensing applications

Jayakumar Pillanagrovi$^1$, and Dr. Shourya Dutta-Gupta$^2$*

$^{1,2}$Materials Science and Metallurgical Engineering, Indian Institute of Technology Hyderabad (IITH), Telangana, India, 502248

*Corresponding author: shourya@msme.iith.ac.in

Plasmonic gold nanoparticles have been extensively used for diagnostic and therapeutic biomedical applications. The arrangement of the gold nanoparticles (AuNPs) on the substrates determines the sensitivity of the sensing substrates used for the diagnosis of different diseases. In this regard, hybrid substrates that are a combination of nanoparticles and nanoapertures (NPs-NAs) offer new avenues for realizing sensing platforms with improved performance. However, the fabrication of the hybrid substrate poses challenges from the processing methods, and requires expensive nanofabrication techniques. We present a simple low-cost approach for fabricating hybrid substrates using colloidal lithography (CL) in the combination of surface functionalization. CL allows fabricating substrates over large area at low-cost. Briefly, randomly spaced NAs with different sizes in 20 nm gold thin films made on functionalized substrates via CL. Subsequently, AuNPs are deposited into NAs using the electrostatic interaction between functionalized substrate and capping layer of AuNPs. Control on the number of particles is obtained by changing the NA size. It is even possible to deposit a single AuNP per aperture by a careful control of the aperture size and assembly parameters. The fabricated substrates can be integrated with microfluidic systems and offers a new avenue for real time bio-sensing of various biomolecules with an improved performance.

![Figure 1: Hybrid plasmonic substrates. The AuNPs density controlled by tuning the NAs size by using different sizes of silica mask.](image)
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The interaction between the electromagnetic field and quantum emitters in the sub-wavelength regime has become a focal point in plasmonics. This field exhibits a broad spectrum of applications, including surface-enhanced Raman scattering (SERS), surface-enhanced fluorescence, solar cells, and optical sensing. Single-walled carbon nanotubes (SWCNTs) represent highly promising materials for exploring intense light-matter interactions. This study presents an approach to enhance Raman scattering from single-walled carbon nanotubes (SWCNT) by utilizing chemically synthesized silver nanorods (Ag-NRs). We synthesized Ag-NRs through a Polyol mediated chemical reduction method, yielding nanorods with an average diameter of 230 nm and a length of 5.70 µm. Silver nanorods with a length of 5.7 micrometers demonstrate several advantages in terms of surface plasmon propagation through the rod. Various techniques were employed to comprehensively characterize the synthesized Ag-NRs.

The surface-enhanced Raman spectroscopy (SERS) of SWCNT reveals a notable enhancement factor for characteristic Raman signals. The recorded amplification of the Raman signal using this design demonstrates a spectral count enhancement of approximately ~10^4 for the most prominent Raman mode. This approach offers a convenient and reliable method to monitoring surface-enhanced Raman scattering experiments for sensing of nanoscale volumes and the extended length plays a pivotal role in enhancing the propagation characteristics of surface plasmons, offering unique advantages for applications in remote optical excitation of quantum emitters.

Fig. 1 (a) SEM images of the chemically synthesized Silver nanorods (Ag-NRs) (b) Raman spectra of single walled carbon nanotubes at different spots of the sample.
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Manipulating the spontaneous emission of quantum emitter embedded in SiC pillar lattice
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In the previous decade, the high refractive index dielectric materials have been widely implemented to enhance the emission rate of quantum emitter embedded in it. In our work, using COMSOL RF module, we have fabricated the Silicon Carbide (SiC) pillars-based lattice. These periodic array of SiC pillars is embedded with silicon-vacancy (SiV) single-color center which act as quantum emitter. The characteristic emission in SiV is around 856 nm\(^{[1]}\). Here, by using multipolar scattering resonances and local density of optical states (LDOS), we are manipulating the emission rate and have achieved an enhancement of more than seventeen times in the decay rate of the embedded SiV center in the SiC pillars lattice.

![Fig 1.](image)

In the figure 1(c), it is observed that only the electric dipole moment (ED) and magnetic quadrupole moment (MD) are well resonant with the structure for P: 1000 nm and their coherent superposition results in the maximum value of SE. Interestingly relative decay rate also peaks at P: 1000 nm which demonstrates that it is being well-tuned by the coherent superposition of Mie resonant modes induced in the SiC pillar lattice. Finally, we obtained SE and relative decay rate as a function of the wavelength of the optimized SiC lattice over the spectral ranges from 800 nm to 900 nm shown in attached fig1 (d). It is observed that both the electric dipole moment and magnetic quadrupole moment are well resonant around the 856 nm wavelength. Thus, their coherent superposition results in increasing the total electric field \(E\) at the source position and hence the local density of optical states (LDOS). This led to an enhancement of almost 17 times in the relative decay rate of the color center embedded in the SiC pillars.
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We studied the tight focusing properties of an radially polarized Gaussian beam phase modulated with multi belt binary phase filter on the basis of the vector diffraction theory. We observed that focal segment with multiple focal spots structure separated with different axial distance can be generated by properly tuning the phase of the incident beam. This work is important for optical manipulation, optical data storage, micro-machines and multiple optical trapping applications.
Silicon nanoparticle-based near-infrared surface enhanced fluorescence without any “dielectric spacer”
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Near-infrared (NIR) fluorescence spectroscopy is found useful for several biomedical applications such as immunotherapy, imaging, and diagnosis of cancer and various nephron-urological diseases [1]. It offers lower background compared to UV and visible fluorescence due to reduced scatter and lower auto-fluorescence of common assay substrates. However, the NIR fluorophores are not good emitters due to their lower intrinsic quantum yield than the UV and visible fluorophores. Therefore, there is a need to enhance the NIR fluorescence. A few researchers have successfully demonstrated the metal or plasmon-enhanced NIR fluorescence using suitable thin dielectric spacers between the fluorophore and metal nanoparticles [2].

High refractive index silicon (Si) nanoparticles recently attracted the researcher’s attention due to their interesting optical properties [3] and many useful applications in cloaking and spectroscopy, nanoantennas, sensors, solar cells, and multi-functional metal surfaces. Unlike plasmonic nanoparticles, the Si nanoparticles support the geometrical (Mie) electric and magnetic multipolar modes upon optical illumination [4], allowing confinement of incident light’s components into the sub-wavelength region. The local electric field intensity enhancement due to the excitation of multipolar modes can be used to enhance the NIR fluorescence. However, the Si nanoparticle-based NIR-SEF is not reported in the literature. Therefore, the present theoretical study emphasized on Si nanoparticle-based NIR surface-enhanced fluorescence (SEF).

Initially, the scattering spectra of single spherical-shaped Si nanoparticles of different sizes are plotted and characterized the observed modes using the multipolar decomposition. Later, the electric field intensity enhancement distribution inside and outside Si nanoparticles is plotted at the wavelengths of electric and magnetic type modes. Finally, the SEF enhancement ($\chi_{SEF}$) is estimated by varying the excitation wavelength ($\lambda_{ex}$), fluorescence wavelength ($\lambda_{em}$), and separation ($d$) between the fluorophore and Si nanoparticle of different sizes. The $\chi_{SEF}$ is found to vary from 1 to 3 orders of magnitude when the $\lambda_{em}$ falls in the NIR region. In contrast to the plasmonic or metal nanoparticle-based SEF, the maximum $\chi_{SEF}$ is observed when $d = 0$, indicating that the thin dielectric spacers between the fluorophores and Si nanoparticles are not required in Si nanoparticle-based SEF technique. This can be considered as a notable advantage over the conventional metal nanoparticle-based SEF, where dielectric spacers are mandatory. Finally, the average SEF enhancement <$\chi_{SEF}$> is also estimated.
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Whispering Gallery Mode Microring Resonator Sensor for Cancer and Diabetes Detection
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Whispering Gallery Mode (WGM) based sensing has emerged as a pivotal technique in contemporary optical sensing, primarily due to its rapid sensing capabilities and the exceptionally high quality factor it offers. A WGM-based optical sensor, operating at a wavelength of 1.55µm, is proposed for the detection of cancer cells in blood samples and diabetes markers in tear samples, and its performance is studied theoretically. The sensor comprises a microring with an approximate radius of around 10µm, intricately linked to a waveguide having a width of around 2µm. This miniaturized design facilitates its effortless integration into compact and portable devices. The sensitivity and quality factor of the proposed structure is studied with the help of finite element method. The proposed structure has shown a high sensitivity as well as a high quality factor of the range of 2000, indicating the possibility of utilizing it in sensing applications.

Figure 1: (a) The geometry of the WGM-based optical sensor. (b) The electric field pattern of the WGM at 1.55µm obtained with the help of finite element method.
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The serious respiratory syndrome caused by coronavirus-2 (SARS-CoV-2) has been identified as a worldwide health issue in the coronavirus disease (COVID-19) pandemic. Therefore, this paper presents a numerical investigation of the Kretschmann configuration-based surface plasmon resonance (SPR) biosensor, a label-free, highly sensitive, low-cost device for detecting SARS-CoV-2. In the present paper, we propose an SPR-based biosensor for rapid detection of the SARS-CoV-2 virus using black phosphorous (BP) and bismuth ferrite (BiFeO₃). As a ligand layer, thiol-tethered ssDNA has been used. We investigated the characteristics of the various structures of the materials mentioned above in the proposed biosensor by depositing silver (Ag), BiFeO₃, and BP atop the BK-7 prism. Herein, three distinct structures (Structure I, II, and III) are presented and contrasted in order to identify SARS-CoV-2. In addition, the transfer matrix method
(TMM) has been used for all three structures. Compared to other structures for detecting SARS-CoV-2, structure III (BK-7 Prism-Ag-BiFeO3-BP-ssDNA) exhibits high sensitivity (356.19°/RIU), detection accuracy (2.57), quality factor (122.40 RIU), and limit of detection (1.40×10⁻⁵). This work may lead to the developing of a significant biological sample-sensing device for the rapid and precise early detection of the SARS-CoV-2 virus.

Fig. 1 Proposed configuration BK-7 prism-Ag-BiFeO3-BP-ssDNA and PBS solution as sensing medium having optimized thickness

NPH336 Tailoring thermo-optical properties of curcumin dye with gold-silver bimetallic nanoparticles
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A laser-mediated approach was employed to synthesize gold-silver bimetallic nanoparticles aimed at tuning their localized surface plasmon resonance. The impact of these nanoparticles on the thermo-optical characteristics of curcumin dye was examined. The thermal diffusivity of curcumin was assessed in the presence of gold-silver bimetallic nanoparticles using the dual beam mode mismatched thermal lens method. Dual-beam thermal lens spectrometry was employed due to its high sensitivity. The thermal diffusivity measures the thermal transport between the particles. The structural and optical characterization of the bimetallic nanoparticles were carried out using the X-Ray Diffraction (XRD), Energy Dispersive X-Ray Spectroscopy (EDAX), UV–visible absorption spectroscopic technique and photoluminescence spectroscopic technique. The thermal diffusivity and fluorescence emission intensity of the samples were observed to decrease as the concentration of nanoparticles added to the dye solution is increased.

NPH339 Study of Embedded Metal Nano-disc Arrays and rings as Plasmonic back Reflector for High Performance Thin Film Amorphous Silicon Solar Cell

Sanket Kumar¹, Raj Kumar², Praveen C Pandey¹*  
¹Department of Physics, Indian Institute of Technology (BHU), Varanasi, U.P 221005, India  
²Department of Applied Sciences and Humanities, Indian Invertis University, Bareilly, U.P 243123, India  
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In this work, a new arrangement of nanodisc arrays and rings is used to enhance the efficiency of thin-film a-Si solar cell with a thickness of 110 nm. The designed metal nano disc arrays plasmonic back reflector can improve the photocurrent and hence the efficiency. At first, a double layer SiO2/Si3N4 as the antireflection (AR) was analyzed. The study was carried out by a 3D finite difference time domain method and the optimized parameters were calculated to obtain higher efficiencies. We analysed the results over a wide range of wavelengths(300-1200nm) using plane wave Source. We have also compared the results with different metal nano disc arrays with increasing height and metal nanorings. We found that Tungsten metal nanostructure gives good results in both types of structures (16.24 mA/cm\(^2\) for dual metal nanorings and 18.36 mA/cm\(^2\) for metal nano disc arrays with 20nm thickness). As we increase the thickness of the nanostructure we found the optimized value of short circuit current density i.e. equal to 41.15 mA/cm\(^2\) for dual nano rings and 44.17 mA/cm\(^2\) for nano disc arrays for tungsten. We also observed the average absorbance in the Visible and near IR range(400-1000nm) is greater than 95% and plotted it. Finally, a relatively higher photocurrent and conversion efficiency of 44.17mA/cm\(^2\) and 35.12% were achieved for the optimized structure with nano disc arrays back reflector respectively.

![Fig.(1); It represents modelled structure of dual metal nano-rings without Silicon.](image1)

![Fig.(2); It represents modelled structure of metal(W) nano-disc array with Silicon.](image2)
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**Convergence angle affecting tightly focused aberrated beam**
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An enhancement in near-field intensity is observed when a tightly focused beam having high convergence angle is scattered through a nanoparticle (NP). The average intensity enhancement is explained using Richard and Wolf’s formalism followed by Mie theory and multipole expansion approach [1]. Variation in convergence angle affects the enhancement in near-field. The presence of spherical aberration is possible in a tightly focusing system, and this will influence the contribution of multipole order \( n \). This paper presents results on effect of spherical aberration on near field intensity enhancement by varying convergence angle. Using Zernike polynomial, the expansion coefficient influenced by the aberration is expressed as,

\[
A_n = (-1)^n E_0 f \left( \frac{2n+1}{2\pi} \right)^{\frac{1}{2}} \int_0^\infty dp W(p) \rho^4 \left[ \frac{P_n^l(\cos \theta)}{\sin \theta} + \frac{dP_n^l(\cos \theta)}{d\theta} \right] \sin \theta d\theta.
\]

\( E_0 \) is the amplitude, \( k \) is the wave number, and \( f \) is the focal length of the lens. \( \theta \) is the convergence angle, where \( \theta_{\text{max}} = \alpha \). \( W(\rho) = A_s \rho^4 \) is the wave aberration, where \( A_s \) is the spherical aberration coefficient, and

**OPTI IQ 2023**
\[ \rho = \frac{\sin \theta}{\sin \alpha} \] [2]. \( P_n^1(\cos \theta) \) is associated Legendre polynomial. A silver NP of 50nm radius kept in a dielectric glass is considered to excite from a spherically aberrated tightly focused linearly polarized beam. For \( A_s = 1.0 \), the average radial and tangential intensity enhancements are analyzed for a wide range of wavelength of incident beam. The effect on enhancement factor with change in convergence angle \( \alpha \) is observed in Fig. 1.

Fig. 1: Average (a) radial, and (b) tangential intensity enhancement observed for different convergence angle

Result shows that for the low convergence angle i.e. \( \alpha = 10^0 \), the enhancement factor is less, and it increases with increase in convergence angle i.e. \( \alpha = 25^0, 60^0 \).
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We present an SPR-based refractive index sensor for fluoride impurity in drinking water. The structure of the proposed sensor consists of a bimetallic layer of Al-Au between the glass prism and silicon layer, with the black phosphorous (BP) layer on top. The proposed sensor offers a maximum sensitivity of 358 deg./RIU for fluoride detection in water.

Surface plasmon resonance (SPR) that occurs at the metal-dielectric interface due to the coupling of the incident TM polarized light with the charge oscillations on the metal surface is one of the most useful techniques in sensing [1]. The coupling leads to the SPR dip in the reflection curve. The refractive index variation near the metal-dielectric interface is easily probed by monitoring the position of the SPR dip. Structures consisting of a bimetallic layer, a dielectric layer, and 2D materials can result in high sensitivity of the SPR-based sensors [2]. There are several applications of SPR sensors, such as chemical sensing, gas sensing, and medical diagnostics. We propose an SPR sensor structure with Al-Au bimetallic layer, Si layer and...
BP monolayer for impurity detection in drinking water.

Fig. 1(a) shows the schematic of the proposed sensor having the 30 nm Al layer, 10 nm Au layer, 5 nm silicon layer, and the monolayer of BP at the top. The refractive index of the water having fluoride impurity changes with fluoride concentration [3]. The numerical simulations on the proposed structure have been carried out by the transfer matrix method (TMM) at 633 nm wavelength [4]. Fig. 1(b) shows the SPR resonance curve for different fluoride concentrations and Fig. 1(c) shows the corresponding shift in the resonance angle. The sensitivity of the sensor is calculated from the slope of the resonance angle and refractive index plot. The proposed sensor shows a maximum sensitivity of 358 deg./RIU.
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NPH342 Dark-field microscopy studies of single silicon nanoparticles fabricated by electron beam evaporation technique
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Abstract: Silicon nanoparticles (SiNPs) have attracted substantial attention and interest in the field of nanophotonics due to their exceptional optical properties and versatile array of applications. The SiNPs are commonly observed in the nanocluster films. These films can be deposited using plasma enhanced-chemical vapor deposition (PECVD) [1], Hot wire CVD, Microwave CVD, magnetron sputtering, laser ablation, and various physical vapor deposition (PVD) techniques. To optimize the performance of the SiNPs based photovoltaic devices [2] and nanosensors [3], one should know the optical properties of the SiNPs and these properties depend upon the various experimental conditions.

Therefore, herein, for the first time, we report the effect of thermal annealing, deposition parameters and polarization of light on the far-field optical properties of single silicon nanoparticles (SiNPs) studied using
a transmission-mode dark-field microscope. Initially, the SiNPs are fabricated using the electron beam evaporation technique using different deposition parameters and their morphology is studied using Atomic Force Microscope. Later, the scattering images and spectra of single SiNPs before and after thermal annealing process, are recorded using the dark field microscope. Finally, the polarization-dependent scattering images and spectra of single SiNPs are also recorded.

References


---

**NPH343**

**Hot Electron Generation in Nano-spiked Plasmonic Cavity Array for sensing application**
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The generation of the localized surface plasmon resonance (LSPR) on the surface of plasmonic nanostructures has paved the way for advanced biosensing, surpassing the conventional detection limits. The electric field enhancement (electromagnetic hot spots) between two plasmonic nano structures at close quarters produces hot electrons with a change in the electron density of the material [1]. Techniques such as photo-injection are suitable to inject hot electrons from the metal crossing the Schottky barrier to the semiconductor leading to the development of photocurrent [2]. “Sea-Urchin” looking spiked nanoparticles serve a great interest in research of plasmonic materials as they can generate hot electrons at higher rate compared to other structures [3].

Here, by means of FEM analysis (Fig. 1), we investigate the electric field enhancement generated between the cavity of nano-star spike pairs and extend the study to an array of them. We further do a parametric study and identify the importance of using such an array to generate hot electrons whose applications are envisaged for light harvesting, enhanced photodetection, photo catalysis etc.

![Figure 1](image)

**Figure 1**: (a) Schematic of the periodic array of spiked nanoparticles (b)The tips at a chosen distance showing enhancement (c) Analysis of field enhancement in the nanospiked hotspot regions by varying the structural and morphological features.
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In modern age, the growth of sensors based on Surface Plasmon Resonance (SPR) has been established as a powerful sensing technology. The enhancement of sensor performance is an important issue for the development of SPR sensor. To measure simultaneously two kinds of chemical substance by using wavelength division multiplexing technology, we report a theoretical investigation for two cascaded surface plasmon resonance fiber optic sensors. Using the transfer matrix method, the transmitted spectrum of two cascaded SPR fiber optic sensor have been discussed and the calculation show that cascaded SPR fiber optic sensor should adopt different kinds and produce two resonance wavelengths with a greater difference.

Fig: Schematic diagram of a dual channel waveguide coupled SPR sensor

NPH345 Optimization and Fabrication of Plasmonic Nanostructures using Electron Beam Lithography
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Plasmonics mainly deals with the interaction of optical electromagnetic fields with metallic nanostructures. It forms the basis of the research area of nanophotonics. The metallic nanostructures are of subwavelength dimensions and are capable of confining and significantly enhancing the electromagnetic fields in nano-meter-sized regions. These metallic resonances are generally of two types, one of which is of a propagating nature known as surface plasmons and the other is of the localized form called localized plasmons. The resonances observed in these metallic nanoantennas can be exploited for diverse photonic applications such as metamaterial engineering, single molecule detection, surface-enhanced Raman Scattering, surface-enhanced fluorescence, non-linear optics, and optical manipulation. The difficulty lies in the fabrication of such nanometre-sized metallic nanoantennas. Several maskless lithography methods exist, such as direct laser writing, interference lithography, focussed ion beam lithography, electron beam lithography (EBL), etc. Among these, electron beam lithography is a very standard technique and belongs to the top-down nanofabrication method. This technique has been widely implemented for nanopatterning because the sys-
tem gives unique advantages of high resolution in feature size, high reliability in processing, and high flex-
ibility in pattern replication. The resolution capability as good as 10nm by EBL has been reported 1. However,
the challenging part of the fabrication through EBL lies in the optimization of different parameters in
consecutive processing steps. Here, we demonstrate the optimized steps and compare different metal depo-
sition methods involved in the fabrication process. We also showcase different plasmonic nanostructures
that have been fabricated and obtained with resolutions up to 60nm. Enhancing control over parameters at
various stages enables the improvement of nanostructure features in terms of size, shape, and resolution.
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Surface enhanced Raman spectroscopy (SERS) is a popular technique for real-time label-free detection of
chemical and biochemical fields [1], [2]. An advanced SERS substrate includes 3D distribution of
nanostructures, tuneable plasmonic enhancement, closely placed nanostructures for excitation of coupled
plasmonic modes. The sensitivity of the substrate is dependent of nanostructure morphology, whereas the
uniformity is dependent on the regular geometry of the nanostructure. Current literatures describe that the
shape anisotropic nanostructures cause enhanced hotspots at sharp edges due to charge accumulation. Lit-
eratures with star shaped Ag and Au nanoparticles, shape anisotropic dendrites are demonstrated to create
larger enhancement than the spherical shaped colloidal Ag NPs. However, the shape anisotropic NPs are
prone to be unstable, show random agglomeration causing irreproducible and random orientation of
hotspots. Thus, solid substrates are preferred for long durable and state SERS substrate. We created tem-
plate of PS beads on Si wafer, further utilised the PS template to induce anisotropy into the beads itself.
The beads were heated with O2 plasma to create etching and shrinking for various times. We investigated
the effect of shape anisotropy on SERS enhancement upon development of a highly anisotropic nanosized
template for SERS substrate.
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Head Up Display (HUD) is a critical cockpit display system for tactical aircraft as well as for commercial air transports which significantly enhances the aircraft pilot’s situational awareness. HUD provides flight related crucial information to the pilot overlaid onto the real-world scene, so that the pilot can process both the information simultaneously without the need to look down and refocus onto the instrument panel. Conventional HUD systems are very bulky mainly due to the large clear aperture of the collimation/projection optics. The requirement of larger field of view (FOV) demands the usage of large aperture refractive lenses. Furthermore, the stringent requirement of parallax and binocular disparity requires an aberration controlled optical system which increases the number of optical elements in the collimation optics. In conjunction with the mechanical housing, the overall weight of the conventional HUD module is also significant. Recent advances in diffractive optical components (DOE) and holographic optical elements (HOE) have given birth to the next generation HUD systems. Optical waveguide concept coupled with DOE/HOE offers the prospects of realizing a HUD configuration with a smaller form factor compared to conventional HUD system. The use of planar structures significantly decreases the mechanical complexity simultaneously reducing the mass and volume. Taking advantage of the extensive knowledge and experience gained while developing the conventional HUD systems, CSIR-CSIO has taken the initiative towards the development of low-profile head up display for next generation indigenous fighter aircrafts.

Here, we present a planar optical waveguide-based head up display configuration mainly consisting of a collimation optical system and a set of surface relief gratings (SRG) as diffractive optical elements. The waveguide configuration consists of three linear SRGs of different sizes and geometry. All the three SRGs are on the same thick and transparent waveguide glass slab of suitable refractive index. Collimated light from the micro-display source is coupled inside the waveguide slab with the help of the input grating (IG), wherein the diffraction angle within the glass slab is higher than the critical angle for total internal reflection (TIR). The diffracted light from IG travels towards turn grating (TG) which expands the light in one direction as well as redirects the light distribution towards the third grating called the extraction grating (EG), wherein EG decouples the light from the waveguide slab. The dimensions of TG and EG depend on the desired pupil expansion in both the orthogonal directions in order to meet the targeted instantaneous field of view (IFOV) and total field of view (TFOV) requirements. The full-length article will include the various optical design aspects of waveguide-based HUD configuration.
Simultaneous Fabrication of Surface and Volume Grating Patterns via Denisyuk Holography
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Optical gratings fabricated by a variety of methods, such as, ruling, holography, and interference lithography, play a fundamental role in various fields including spectroscopy, laser optics, and optical filters [1]. In this study, we present an approach to efficiently fabricate volume and surface gratings using a holographic technique[2]. This advancement holds the promise of driving progress in the development of diffraction gratings, tunable optical filters and cost-effective spectrometers [3]. The 2D gratings were fabricated by coating glass slides with a photosensitive dichromated gelatin (DCG) solution and exposing them within a Denisyuk-style setup utilizing a 2D grating as the object, as seen in Figure 1(a). Sample 1 received a 5-minute exposure, while sample 2 was initially exposed for 2.5 minutes and subsequently exposed for an additional 2.5 minutes after rotating it by 45° about the optical axis of the set-up. The cross-sectional scanning electron microscope image of one of the sample as seen in Fig. 1(b) shows the existence of Bragg structure across the volume of the sample. Figure 1(c) depicts the room temperature reflection spectrum of the sample, and Fig. 1(d) shows the same for the sample heated from 29 °C to 69 °C confirming the tunability of the reflection spectra. The developed surface holographic grating structures were also imaged using a 20× optical microscope as seen in Figs. 1(e) and 1(g) for samples 1 and 2, respectively. The size of the grating elements for samples 1 and 2 were measured to be 4.2 μm and 3.8 μm, respectively. These structures exhibited distinctive diffraction patterns under laser light illumination as shown in Figs. 1(f) and 1(h), respectively. The developed technique of multiple exposure to fabricate multiple grating structures in both volume and surface has wide application in combining multiple diffractive optical elements into one, increasing its compactness, portability and decreasing the cost of the optical elements [4]. The temperature-tunability enhances its capability in optical filter category. Further details will be presented in the conference, shedding light on the scope and potential of this approach.
Enhancement of Fringe Density in Fresnel Biprism Based Digital Holography Microscopy

Deepak K. Jaduvanshi*, Biswajit Pathak, C.S. Narayanamurthy

Applied and Adaptive Optics Laboratory, Indian Institute of Space Science and Technology, Thiruvananthapuram, Kerala, 695547, India

*Corresponding author: deepak.21@res.iist.ac.in

In this work, we enhance the interference fringe density in a Fresnel biprism based digital holography microscopy (FB-DHM) by generating two controllable +1 order beams using a multiplexed blazed grating, implemented with a liquid crystal spatial light modulator (SLM). Unlike the conventional FB-DHM design where the fringe density is fixed, here the angular separation between both the beams could be precisely controlled to adjust the fringe density in order to perform accurate and reliable single shot phase reconstruction by exploiting the programmable facility of the SLM.

Experimental Setup and Result: The schematic diagram of the experimental arrangement to enhance the interference fringe density, in a Fresnel biprism based DHM [1, 2] is shown in Fig. 1(a). Two beams were created using multiplexed blazed grating and the angular separation between both the beams was controlled programmably (the zoomed version near the FB region illustrates the variation in the angle) in order to adjust the fringe density such that a reliable and accurate phase reconstruction could be performed in a single shot, in the presence of fixed prism angle. Two different interference patterns, having different fringe density is shown in Fig. 1(b) along with the multiplexed blazed grating written onto the SLM.
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Phase Modulation in Spatial Coherence by Modulating Intensity of Incoherent Source
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The van Cittert-Zernike theorem relates intensity distribution of an incoherent source with the spatial coherence of its propagated far-field. This concept has been used in techniques such as coherence holography, and studies have shown that spatial modulation of source intensity can synthesize/revive spatial coherence at specific shear values of the field [1]. Some earlier investigations have addressed the phase shifts occurring in the field when a grating is subjected to motion [2].

In this work, we examine phase modulation of the far-field spatial coherence using the dynamics of the intensity-modulated source. When a square wave amplitude grating of unequal duty cycle (PHYWE, 4 lines per mm) is illuminated with a quasi-monochromatic incoherent light, spatial coherence is revived at periodic intervals of shear values. A common path Sagnac radial shearing interferometer is used to visualize this spatial coherence as given in Figure 1(a).

Figure 1(a) Schematic of experimental setup (b) Recorded interferogram (c) Plot of average intensity variation in the interferogram with the movement of grating.

Figure 1(b) is one of the recorded interferograms that showing spatial coherence peaks at different shear values corresponding to the points \( r_0, 2r_0 \), etc. The lateral motion of the grating with a step size of 0.01 mm induces a sinusoidal modulation in the intensity of those peaks, as in Figure 1(c). When the peak at the point \(-r_0\) undergoes one sine cycle, the point \( r_0 \) undergoes a similar but out-of-phase variation, revealing conjugation in the accumulated phase. Similarly, the peak at \(-2r_0\) exhibits a modulation that is twice that observed at \(-r_0\), while the intensity at \( r=0 \) remains unchanged. This source-modulated phase shift technique has potential applications in optical interferometry schemes that employ incoherent light.
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The efficiency of various optical systems can be enhanced by freeform optics. However, it is difficult to measure freeform optics due to lack of symmetry, complex shape and higher slopes. Most versatile technique to test freeform surface is based on computer generated hologram (CGH) because of its capability to test a large variety of surfaces [1]. We have designed a CGH for testing of freeform cubic surface required for wavefront coding LWIR Camera. The CGH is designed by computing the optical path difference (OPD) of rays originating normal to freeform surface to the CGH plane and is added to the OPD of the rays traced from reference surface to CGH. The desired order (+1 order) is separated from zero order as well as the next higher order by introducing tilt of 2 minutes. The resulting phase is re-sampled at CGH plane and encoded in the CGH. Minimum feature size on the CGH is 12 micron.

Diameter of the surface to be tested is 75 mm and surface form is given by:

\[ Z = \alpha (x^3 + y^3) ; \quad |x|, |y| \leq 1 \]

Where \( \alpha \) is the strength of cubic phase. CGH was fabricated using maskless UV-photolithography technique and dry etching in form of an amplitude hologram. The transmitted wavefront error of substrate is less than 0.1 wave. The feature size and pattern height are measured by scanning white light interferometry. Freeform and CGH are put in the Fizeau interferometer (\( \lambda = 0.6328 \mu m \)) as shown in figure 1(a). Alignment of the CGH was done using fiducials on CGH and the test optics. Measured error on freeform surface is found to be 1.2 \( \mu m \) (figure 1(d)). We have designed and fabricated CGH and successfully tested a cubic freeform surface by minimising alignment errors during test.

References

Quantitative polarization microscopy for live cell imaging
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Polarization measurement is desired in biology for different reasons [1]. Here, we demonstrate a label-free, non-invasive polarization digital holographic microscope (PDHM) for single-shot polarization imaging of cellular structures. The proposed technique is flexible to adjust carrier frequencies to meet the varying demands of different anisotropic samples [2]. The performance of the proposed technique is demonstrated by measuring the complex field of the live cancerous cell (U-87 MG). At the observation plane, a spatial frequency multiplexed interference pattern is produced by the interference between object and reference fields, which is represented as,

\[ I(x, y) = I_0(x, y) + [c_x(x, y) + c_y(x, y)] + [c_y(x, y) + c_x(x, y)] \] (1)

The spectrum of an interferogram, in general, contains four Fourier spectrums, and two of them are the conjugate of the remaining two peaks apart from the central DC term [2]. The experimental setup is shown in Fig. 1(a). Fig. 1(b) shows an experimentally recorded hologram of cancer cells (U-87 MG cells), and its Fourier transform is shown in Fig. 1(c). Fig. 1(d)-1(g) shows the retrieved amplitude distributions and corresponding wrapped phase distributions of the orthogonal X and Y components, and Fig. 1(h) and 1(i) represent the unwrapped phase distributions of orthogonal X and Y components of U-87 MG cell. The retrieved results show the well-resolved complex spatial structure of the cells, demonstrating the technique's applicability in numerous biological applications. This method can be utilized for cellular-level cancer discrimination by the polarization response.

Figure 1. The PDHM experimental results for a single glioblastoma cell (U-87 MG): (a) experimental setup, (b) a recorded hologram, (c) corresponding Fourier spectrum, (d) and (e) represent amplitude distributions of the orthogonal polarization components, (f) and (g) are corresponding wrapped phase distributions, and (h) and (i) are unwrapped phase distributions (Scale bar=20 micron)

Shivam Kumar Chaubey acknowledges financial support from the Department of Biotechnology (DBT) - BT/PR35557/MED/32/707/2019.
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Digital Holography is an interferometric imaging modality that finds various applications in Optics and Photonics, such as bio-medical imaging, 3D imaging, quantitative phase imaging, etc. The demodulation of the off-axis digital holograms primarily requires an accurate estimation of carrier fringe frequency. Typically, an amplitude peak of the cross-term region in the Fourier domain of off-axis digital holograms is chosen to be the location for carrier frequency, and phase recovery methods such as the Fourier transform method (FTM) are then applied to recover the complex object wavefront. We point out that, in general, the peak location estimation is not the correct criterion to define the carrier frequency associated with holograms of phase objects. The amplitude peak is observed to shift unpredictably depending on the phase map of the object beam and with noise. Instead, the centroid of the power spectrum associated with the cross-term is the true definition of the carrier frequency required for the demodulation of digital holograms associated with phase objects. We study Mandel’s viewpoint [1] on the carrier-envelope representation for digital holograms and show that the demodulation based on the centroid’s location as carrier frequency provides a least-fluctuating (smoothest) envelope representation. The fluctuations are also quantified using the complexity parameter, which is observed to be lesser for the centroid-based recovery. The proposed definition is examined with simulated and experimentally recorded off-axis holograms and can help standardize off-axis digital holography instruments by removing the undesirable phase tilts (as shown in Figure 1) introduced due to incorrect carrier frequency estimate for phase objects.

Fig. 1. (a) Off-axis digital hologram of densely populated RBCs. The unwrapped phase profiles are shown based on carrier frequencies estimated as (b) amplitude peak and (c) centroid criteria. The unnecessary tilt (and associated fluctuations) is observed to be removed in (c) compared to (b).
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Practical considerations in imprinting of Holographic Optical Elements
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With almost five decades of success in avionics sector, HUD device is now started coming in automotive applications. Various types and features of HUD exists in market spanning from bulk optics based refractive/reflective, freeform mirror based and finally latest in the sector is waveguide based. Waveguide based HUD not only saves lot of space and volume for the intended application but the incurred cost on the end application as well. Here, a basic 1-D concept proof has been done with the help of two Holographic Optical Element (HOE’s) stacked together in one axis. These HOE’s are imprinted with in house designed and developed imprinting technology. The transmission efficiency achieved from first and second HOE is 94% and 93.2% respectively. In this work, practical aspects of recording and calculation of transmissive and reflective HOE’s has been presented. The HOE’s have enormous applications ranging from automotive/aircraft HUD, Head Worn/Helmet Displays, Medical applications, LIDARS, Scanning Instruments etc.
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In the realm of computational holography, the generation of complex holographic patterns is an essential but computationally demanding task that eventually presents significant challenges for displaying object information effectively. The computational cost of CGH generation is directly influenced by the object size. Therefore, optimizing CGH generation algorithms for large matrix dimensions is crucial, particularly for practical applications. This work aims to increase the speed of CGH generation by changing the mode of calculation from sequential to parallel. We present a comparative study of two different modes of calculation, sequential on CPU and parallel on GPU, for CGH generation. We developed a code in Python programming language that generates the hologram using layer-based method. The method involves the layer-wise propagation of an object field from the object plane to the hologram plane. The code is run for the ob-
ject models at various matrix dimensions viz. 1024×1024 (1K), 2048×2048 (2K), 4096×4096 (4K) and 8192×8192 (8K) on CPU as well as GPU. The results in all the different simulation models are found to be completely consistent with each other.

![Fig. 1: (a) Original object of resolution 1024 × 1024, (b) Numerically reconstructed result (c) Execution times in CGH generation on CPU and GPU at various matrix dimensions](image)

The system used for this work consists of a CPU with an Intel CoreTMi9-12900 processor, 16 cores, 24 threads, 32 GB RAM, and a GPU with T1000 Nvidia graphics card having 896 CUDA cores. The execution times for all the resolutions are observed and are shown in Fig 1(c) in the form of a bar chart. Our findings reveal that the speed increases by around 3 times when the code is run in parallel at GPU.
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The introduction of dispersive material in an interferometer causes drastic change in the frequency of the output spectral fringe modulation resulting the shift of location of zero order fringes or stationary phase points[1]. Owing to this fact, various techniques in the spectral interferometry are developed to investigate the thickness as well as the refractive index of the dispersive material[2]. Central wavelength shift of the output spectral modulation, a tool widely used in weak measurements and spectral switches for amplifying physical quantities [3], exhibits a notable variation under dispersion. We present simulation results to discuss the effect of dispersion on central wavelength shift curves.

Suppose in a Michelson interferometer, a dispersive material of thickness $t$ is inserted, the intensity of the output spectral fringes $I(\lambda)$ modulates according to the phase difference

$$\Delta \phi(\lambda) = \frac{2\pi}{\lambda} (\Delta d + (n(\lambda) - 1)t)$$

Where $\Delta d$, the air path delay and $n(\lambda)$ refractive index of material that depends on the wavelength by the Sellmeier equation. The central wavelength shift is obtained by the formula $\delta \lambda = \frac{\Sigma \lambda I(\lambda)}{\Sigma I(\lambda)}$ is symmetrical when there is no dispersion as shown in the figure 1(a) and (b). The minimum central wavelength shift
occurs at zero path delay $\Delta d = 0$, corresponding to zero order fringe, for any width $\Delta \lambda$ of the input spectrum. Figure 1(c) and (d) show the centroid shift when a dispersive material of thickness $(t)$ is introduced. The curve shows an asymmetry from zero dispersion case and the position of zero order fringe occurs at the stationary path delay. This holds the clue to use central wavelength shift as a tool to measure dispersion imparted in an optical system.

![Figure 1](image.png)

Figure 1: The centroid shift per width of the Gaussian spectrum $(\Delta \lambda / \Delta \lambda)$ over the path delay $(a) \Delta d = [-5 \lambda_0, 5 \lambda_0]$ (b) $\Delta d = [-75 \lambda_0, 75 \lambda_0]$ with zero dispersion (c) $\Delta d = [-942.5 \lambda_0, 982.5 \lambda_0]$ (d) $\Delta d = [-1012.5 \lambda_0, -862.5 \lambda_0]$ when a dispersive material of thickness $t = 1.1 \text{ mm}$ is introduced for two different widths $\Delta d$ of the input Gaussian spectrum, $\lambda_0$ is central wavelength of the spectrum.
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3D-imaging of subcellular components of eukaryotic cells using digital holographic microscopy
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Eukaryotic cells such as plant cells contain subcellular components or organelles for conducting various functions in the cell. These include the nucleus, cell wall, stomata etc., which regulates cell’s activities. These components can be quantified using quantitative phase contrast imaging techniques such as Mach-Zehnder Digital Holographic Microscopy (MZ-DHM). Digital Holographic Microscope eliminates the need of staining of transparent or semi-transparent plant cell. And three-dimensional optical thickness profiles of nucleus and cell wall can be obtained just by imaging the phase variation of light beam passing through the cells. This technique is useful in measurement of various parameters of the organelles in various conditions and thus may be helpful in the study of important activities like metabolism, growth, and differentiation of the cell.
Sensing Wavefronts and Relative Phase of Superimposed Fields Combining the Intensity Distributions in Signal and Frequency domains
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Considering the optical field \( u_3 \) as a coherent superposition of two fields, \( u_1 \) and \( u_2 \) with intensity \( I_j = |u_j|^2 \) having different wavefronts, the intensity of the interference \( I_s \) in signal domain can provide the phase difference \( \phi \) between them. However, the individual wavefronts cannot be obtained in this situation.

\[
I_3 = I_1 + I_2 + 2\sqrt{I_1 I_2} \cos(\phi)
\]

Whereas Shack-Hartmann Wavefront Sensor (SHWFS) can sense wavefront from the gradients from local Fourier transform; the phase differences between those wavefronts gets eluded during the sensing.

We explore the possibility of sensing the wavefronts and relative phase of superimposed fields combining their intensity distributions in signal and frequency domains. Optical fields \( u_1 \) and \( u_2 \) with Gaussian distributions (as shown in Fig1 (a)-(b)) having equal opposite tilt (as shown in Fig.1 (d)-(e)) and a relative constant phase of 0.5pi is considered. Fig. 1 (c) and (f) represents the amplitude of the superposed field and the relative phase. SHWFS is assumed to sense the wavefronts of \( u_1 \) and \( u_2 \) if sensed independently. If the wavefront difference is assumed to be small, allowing the focal spots corresponding \( u_1 \) and \( u_2 \) at each lenslet to be nearly overlapping when the wavefront of the superposed field is sensed, it is shown that the relative phase \( \phi \) can be calculated using

\[
\phi = \cos^{-1}\left(\frac{I_3 - I_1 - I_2}{2\sqrt{I_1 I_2}}\right)
\]

Where, \( I_j \) are taken as the energies in the corresponding spots.

From the simulated spot diagrams shown in Fig. 2(a) (one of them enlarged and shown in Fig. 2(b)), the relative phase calculated using Eq. (2) is shown to match with the expected one shown in Fig. 1 (f). Further investigations and limitations need to be explored to improve the proposed scheme.
HOL261  Convergence Criteria for Recursive Formula used in Phase Measurement of Tilted Surface using Tunable Wavelength Interferometer
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Single wavelength interferometers, due to inherent $2\pi$ phase ambiguities, fail to measure the surface profile where the height variations of the adjacent surface points sampled/imaged exceed one wavelength [1]. In such cases, multiple interferograms need to be recorded by using varying the wavelength of the laser source and phase maps using synthetic wavelength ($\Delta \Lambda$) need to be generated for lifting the phase ambiguities and profile measurement [2]. The initial $\Delta \Lambda$ is taken as unambiguous in the sense that synthetic wavelength is larger than the height variation. A recursive algorithm is proposed in which the gradually reduced $\Delta \Lambda$s is used to increase the accuracy.

For obtaining the phase difference using recursive algorithm [2], the following formula is used.

$$(\Delta \phi)_n = \psi_n + 2\pi \text{RND} \left( \frac{1}{2\pi} (\Delta \phi)_{n-1} - \frac{\Lambda_n}{\Delta \Lambda} \right)$$

Where $\psi_n$ is the experimentally measured phase, $(\Delta \phi)_n$ is the improved phase by recursive calculation and RND = rounding the fractional value to the nearest integer.

In this work, we investigate the application of the recursive algorithm for obtaining the surface profile of a tilted surface. We explore the possibility of the convergence of the recursive algorithm even if the initial phase map from the synthetic wavelength is ambiguous due to the tilt of the object with respect to recording plane. A simulation is performed in which the mirror at one arm of a typical Michelson interferometer is tilted with respect to the camera plane. The interferograms are generated for a range of wavelengths starting from 895nm to 905nm with varying change of wavelengths. Figure 1(a) shows interferograms generated using a $\Delta \Lambda$ of 535microns. We take these initial wrapped phases itself as the starting guess of unambiguous phase. Now from the initial $\Delta \Lambda$ the successive $\Delta \Lambda$s are varied by tuning the laser wavelengths in $\Delta \lambda$ as shown in the x axis of figure (d). From 1(b) and 1(c) it can be observed that the convergence area within the object surface is getting reduced, which means that finer the change in wavelength better the convergence (converges within 30 steps) even when the initial phase is not correct.
Figure 1: (a) Phase difference map when the change in wavelength is 1.5nm (b) Phase difference map when the change in wavelength is 0.4nm (c) Phase difference map when the change in laser wavelength is 0.05nm and (d) a plot of convergence range vs change in wavelength.
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Measurement of ultralow linear and angular velocity hold great potential for various applications in engineering, industry and research. XRD testing machines and tensile testing machines are good examples to name some. A novel method to accurately measure the linear and angular velocity of a rigid object in the ultralow-velocity domain is presented in this paper. Our approach utilizes a cyclic interferometer configuration that offers improved stability against environmental fluctuations.

Experimental procedure: To measure the linear velocity of an object, Avila et al. employed Michelson configuration with a measurement range of 1-10 mm/sec [1]. In this paper we present a cyclic interferometer-based setup with phase shifting method [2] which could measure linear velocity down to 1 μm/sec, as well as angular velocity of the order of 50 μrad/sec.
In the cyclic setup shown in Fig. 1(a,b), a parallel glass plate(a) or a pair of wedge plates(b) is introduced across half of the beam and a power meter is used to record the intensity of the interference pattern with time. For measuring angular velocity, the parallel glass plate is rotated which introduces phase shifting and the intensity power at some point is recorded with time by a power meter. The angle of rotation of parallel glass plate ($\Delta \beta$) is calculated from the total phase shift at the point in a given duration $T_a$, and the angular velocity is deduced using the relation $\omega = \frac{\Delta \beta}{T_a}$. Similarly, one wedge plate is moved by $\Delta \gamma$ as shown in a time $T_a$ to measure linear velocity as $\frac{\Delta Y}{T_a}$. Measurement accuracies of 1 to 2% error has been achieved. Detailed theory and experimental results are presented.
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Digital holographic microscope (DHM) is an important quantitative imaging technique with a wide range of applications based on various experimental schemes for holography that have been proposed such as in-line, off-axis, and phase-shifting holography [1]. However, holographic image quality is severely disturbed by the coherent noise, particularly in the imaging of rough optical objects. Many methods have been developed to remove the speckle noise such as shifting and rotating objects [2], laterally shifting hologram aperture and computational de-noising but these techniques have some limitations.

Here, we propose a new low-coherence DHM for the quantitative imaging and numerical reconstruction of the objects using the polarization phase-shifting technique. This technique uses a low coherent source for interferometry in a highly stable experimental configuration based on the Fizeau geometry. Moreover, the proposed experimental system overcomes issues like speckle noise, alignment, and stability of the typical DHM system. The performance of this microscope is tested in imaging of metallic surface and initial results are presented here.
In conclusion, we present a new design of the holographic microscope with low coherent source and demonstrated its application in detection of defects in the sample.
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Holographic Concentrators Recorded on Photopolymer Film for Photovoltaic Applications
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In present work, photopolymer film preparation, recording of holographic concentrators and their characterization is presented. The composition of Photopolymer film is Acrylamide, N, N’ Methylene bisacrylamide, Triethanolamine, Azure II and Poly-vinyl alcohol [1, 2]. Photopolymer films of different film thickness were prepared, their achieved thickness were 46.90 µm and 79.04 µm as measured by 3D-Optical surface profilometer. Holographic concentrators were recorded on prepared photopolymer film (Fig. 1) by interfering converging spherical wavefront with mutually coherent planar wavefront [3] derived from He-Ne laser source (λ=632.8 nm).
When typically recorded holographic concentrators were illuminated by a laser of wavelength 532 nm, measured diffraction efficiencies were 50% and 82.42% for film thickness 46.90 µm and 79.04 µm respectively. Wavelength selectivity curve of holographic concentrators for different achieved values of film thickness and depth of refractive index modulation have been plotted through simulation (Fig. 2a). Recorded holographic concentrators when played back by white light, focussed spectra were obtained, presented in Fig. 2(b–c). Dispersing and focussing property of concentrator is useful for solar cells of matched bandgap application [4].
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In optical systems and displays, diffusers are crucial for controlling light distribution and minimizing hotspots, resulting in improved image quality. They come in various types, including ground glass, opal glass, roughened surfaces, and engineered surface holographic elements, offering solutions for different light control needs. Holographic diffusers outperform traditional diffusers in several parameters. They can be custom-designed for precise light scattering, offering tailored light distribution. With high diffusion efficiency, they are more efficient, while their thinner and lighter profile suits space-constrained applications.
Holographic diffusers also boast durability, providing uniform light distribution and flexibility. These features make them ideal for applications where precise light control is essential, such as optical systems, displays, and lighting.

In this paper, a holographic printer-based method for designing and optimizing holographic diffuser has been studied. It begins by exposing a photosensitive material to a laser-generated speckle pattern, sequentially recording sub-holographic diffusers. These sub-diffusers were optimized to form a tiled structure to create a final holographic diffuser with efficient light scattering properties, yielding a uniform light pattern. The research focuses on angular light scattering, real-time optimization of diffusion efficiency, and image quality analysis. The findings were then compared to those obtained with a ground glass diffuser as a reference point. Results show that the holographic diffuser achieved over 90% efficiency and precise control over light diffusion. Experimental data shows uniform light distribution, and image quality parameters were studied.

In this contribution, we demonstrate the use of HOE as a powered and non-powered diffractive element. The HOE is first simulated in Zemax\textsuperscript{1} in transmission mode using the appropriate construction beams and the recording material. The recording material used is BAYFOL HX 200\textsuperscript{2} having better efficiency for visible range. The interference pattern imprinted onto the respective HOEs transform the properties of a wavefront in a similar way to the optical components. These properties of HOE along with their lightweight and economical replication process works as a good replacement for heavier and costlier optical components.
In the realm of spatially fluctuating light fields governed by Gaussian statistics, the utilization of intensity correlations through an intensity interferometer represents a robust and stable iHOLOGRnterferometric technique for complete $2\times2$ BCP matrix measurement, employing four distinct intensity measurements [1, 2]. In this paper, we present a new experimental technique and our initial results on detection of elements of the BCP matrix. This is realized by introducing a folded interferometric design and applying the correlations of only two Stokes parameters (SPs) namely $S_0$ and $S_1$.

Figure 1 shows a stochastic vector light source and its characterization by our double aperture common-path interferometer (DACPI) composed of two mirrors (M1 and M2) and one polarizing beam splitter (PBS). This design is used to capture the speckle interferogram of the orthogonal polarization components in one-shot. Two speckle interferograms of $S_0$ and $S_1$ are used to determine correlation of fluctuations of the SPs and subsequently certain combinations of these correlations are used to extract the BCP matrix elements as

$$C_{kl}(\Delta \mathbf{r}) = \left\langle \Delta S_k(\mathbf{r}) \Delta S_l(\mathbf{r}+\Delta \mathbf{r}) \right\rangle \quad (k,l=0,1),$$
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In the realm of spatially fluctuating light fields governed by Gaussian statistics, the utilization of intensity correlations through an intensity interferometer represents a robust and stable iHOLOGRnterferometric technique for complete $2\times2$ BCP matrix measurement, employing four distinct intensity measurements [1, 2]. In this paper, we present a new experimental technique and our initial results on detection of elements of the BCP matrix. This is realized by introducing a folded interferometric design and applying the correlations of only two Stokes parameters (SPs) namely $S_0$ and $S_1$.

Figure 1 shows a stochastic vector light source and its characterization by our double aperture common-path interferometer (DACPI) composed of two mirrors (M1 and M2) and one polarizing beam splitter (PBS). This design is used to capture the speckle interferogram of the orthogonal polarization components in one-shot. Two speckle interferograms of $S_0$ and $S_1$ are used to determine correlation of fluctuations of the SPs and subsequently certain combinations of these correlations are used to extract the BCP matrix elements as

$$C_{kl}(\Delta \mathbf{r}) = \left\langle \Delta S_k(\mathbf{r}) \Delta S_l(\mathbf{r}+\Delta \mathbf{r}) \right\rangle \quad (k,l=0,1).$$
Figure 1: Schematic of one-shot measurement of 2×2 BCP matrix using DACPI. PBS: Polarizing Beam splitter; M1, M2: Mirrors; L: Lens; CCD: Charged-Coupled Device; PC: Personal Computer.
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Conventional imaging in turbid conditions, like fog, is ineffective for producing high quality images. Holographic imaging is a promising and widely researching area. Studies show that, in comparison to conventional imaging, this method has a good imaging range and is immune to noise [1].

Here, we'll discuss imaging through turbid media using a single shot off-axis digital holographic approach (Fig 1). It uses a HeNe laser ($\lambda=633$ nm) as the source and light reflected from the object is passed through a turbid media. By adjusting the amount of Dettol added to regular water, different densities of turbid medium are produced. A diode laser along with a power meter is used to quantify the density of turbid media in terms of attenuation lengths (AL). In order to record off-axis object holograms, we use a 4f imaging system along with an aperture in the Fourier plane that restricts the spectral spread, and by introducing a shifted point reference using an optical fibre in that plane. The reference beam is coupled to an optical fibre and the fibre tip is placed close to the aperture in the Fourier plane. Conventional images are also captured along with the holographic image by simply blocking the reference beam.

Holographic images are reconstructed using MATLAB (Fig 2). Fig 3 shows conventional and holographic reconstructed images at different attenuation lengths. By comparing both it is clear that holographic imaging technique has more imaging range than that of normal imaging.
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A Deep learning-based three-dimensional (3-D) object hologram reconstruction and multi-depth volume image segmentation for digital holographic data is demonstrated. The 3-D image volume named “VIT” is constructed at various depth planes. The digital holograms of the 3-D image volume are formed using the four-step phase-shifting digital holographic (PSDH) technique. We utilize a deep learning methodology to reconstruct and segment the detected 3-D information by appropriately compiling a comprehensive dataset from the recorded digital holograms. The design of deep learning U-Network results in the reconstruction of multi-depth 3-D object volume information and the segmentation of the intensity image planes at various depths. Fig. 1 shows the creation of the 3-D object volume namely "VIT," where information is distributed across multiple depth planes, along with the schematic of the geometry for the hologram recording from the four-step phase shifted plane reference waves.
Fig. 2 shows the results from a numerical experiment and serves as validation for the proposed concept.
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Lens less Fourier transform (LLFT) digital holography provides an easy way to compare object wavefronts at two different time instances. Since the phase reconstructions in lens less LLFT digital holography requires only one Fourier transform of the recorded digital hologram, it may be used for real time sample fea-
ture extraction. We present a technique using LLFT digital holography for the characterization of the transparent and occluded semitransparent objects by thermal loading. The LLFT digital holographic technique developed for quantification uses a collimated beam from a low power laser source to illuminate the phase object occluded by a ground glass diffuser [1, 2]. A point source located at the plane of the diffuser acts as the reference wavefront. The superposition of the probe and the reference wavefronts leads to generation of LLFT holograms, which can be numerically reconstructed by computing its Fourier transform. To identify defects as well as to characterize the occluded sample, it is thermally loaded, and sequence of holograms are recorded, while it is being loaded. Thermal loading of phase sample generates spatiotemporal change in its refractive index distribution due to heat diffusion. LLFT digital holography maps this refractive index change in terms of phase change of the probe beam passing through the object. The refractive index change depends upon the thickness and thermo-optic coefficient of the sample, and hence can be used to identify inhomogeneities in the sample as well as to characterize it [1, 2]. We will present the results of investigation of occludes phase objects using LLFT digital holography and thermal loading [1, 2]
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The interaction of light with a spatial light modulator is the fundamental tool for both wavefront shaping and diffraction experiments [1]. The Digital Micromirror Device (DMD), comprising an array of tiny micrometer-sized mirrors, is found to be an efficient spatial light modulator [2]. The main advantage of DMDs lies in their high-speed switching capability, the large angular separation between the incident and diffracted beams, their smaller pitch, and their blazed grating behaviour [3]. The digital micromirror device associated with commercial digital light projectors is explored for various diffraction and wavefront shaping experiments [4]. Here we describe diffraction experiments with repurposed digital light projectors (Infocus made) with a digital micromirror (Texas instruments 0.55” XGA 450). We estimate various diffraction parameters associated with fundamental diffraction experiments and discuss the anomalies based on the DMD structure. Since DMDs are potential candidates for applications demanding wavefront shaping in the field of 3D holographic reconstructions and imaging applications, understanding the fundamental characteristics of the DMD based on diffraction experiments plays a significant role in laying the founda-
tion for exploring such applications.
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Chemical mechanical polishing (CMP) of fused silica optical glass is a tedious job, due to its brittle nature. Fused silica optical glass is used in astronomy, aeronautics and as a waveguide mirrors in laser applications. During CMP of fused silica optical glass several factor play dominating role [1]. In this study Taguchi’s L16 array is used for design of experiment. This study is performed to understand the interaction effect of mechanical and chemical parameters [2] i.e., abrasive size (μm), abrasive concentration (wt.%), and polishing time (minutes) on the material removal rate (MRR) and surface roughness (Ra) of the fused silica optical glass. It is observed that abrasive size plays dominating role for the MRR and polishing time is an influencing parameter for achieving a better surface roughness. The best value of surface roughness recorded using Taylor Hobson profilometer is 8 nm for a given set of parameters.
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Object detection in foggy and hazy conditions
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In this modern era, optical pattern recognition is fetching considerable attention due its faster processing speed and optimal accuracy [1-3]. Among all the available techniques, fringe-adjusted joint transform correlator (FJTC) is one of the most used architectures for its advantages like non requirement of complex filter fabrication and precise alignments of the optical components. FJTC uses Fourier plane subtraction method and gives two auto-correlation peaks for a match by mitigating the undesired dc term from the correlation plane. Power spectra subtraction method also suppresses noise from the correlation output [1]. Object detection in noisy environments stands as a big challenge in pattern recognition. In real world applications, the input scene might be corrupted under different weather conditions like fog, snow, haze, and sunglare etc. which severely affect the detection process. Hence, the accuracy of the optical correlator is challenged. In this study, we propose a novel approach of enhancing the correlation capability especially scenarios under hazy and foggy conditions. An input scene is pre-processed and then put into the correlation process using FJTC. In pre-processing step dark channel prior (DCP) method is used to effectively de-haze the input images thereby enhancing the correlation peak intensity [2].

![Figure 1](image-url)

Figure 1(a) joint image of car with fog density 0.5, (b) joint image of car with de-hazed input scene, (c) correlation output for joint images shown in (a), and (d) correlation output for joint images shown in (b).

The experimental results shown in the Figure 1 confirm the efficacy of the proposed method. This research will open a way for image correlation in adverse weather conditions useful in surveillance, security, and industrial quality control applications.
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Coherent Population Trapping (CPT) is a quantum interference phenomenon in three-level energy systems (λ-system) under optical pumping. Quantum interference is commonly achieved by exciting the ground states of a λ-system with two coherent fields generated by modulating drive current of a laser source with Radio Frequency (RF) that corresponds to ground state hyperfine splitting. CPT in alkali atoms enables the development of miniaturized atomic clocks and frequency stability of these clocks depends on quality figure (q) and frequency shift of CPT resonance. These characteristics primarily depend on critical parameters such as buffer gas pressure, laser excitation intensity and RF power.

In this study, we investigate the variation of ‘q’ with laser intensity at different buffer gas pressure values in Rb vapour cells. Our study shows that CPT resonance exhibits enhanced ‘q’ at lower laser intensities (5-10 W/m²) at which the estimated short-term stability is <2.0E-12 per sec (Fig. 1a). The light shift which affects the long-term stability of atomic clock, decreases at lower buffer gas pressure (Fig. 1b). These results help in selecting suitable system configuration as well as optimum operating parameters of atomic vapour cell in order to achieve superior frequency stability of CPT based atomic clock.

Fig. 1: (a) The change in ‘q’ with laser intensity and buffer gas pressure. Dotted lines are theoretical fit to the experimental data points. (b) Light shift coefficient as function of RF power. Solid lines are the linear fit.
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A holo-shear lens is an optical component that produces lateral shear fringes either in single or orthogonal directions depending on the recording geometry of the holo-shear lens. In the present study, a holo-shear lens is developed to produce shear fringes in orthogonal directions and is utilised to establish the method for the measurement of spherical wavefronts. The measurements are validated with interferometry. The scheme is extended for the measurement of cylindrical wavefront.

The low cost solution for the profile metrology is the slope measurement techniques viz., the Foucault or knife-edge test, the Ronchi test, the Hartmann test, and the Shack-Hartmann test. These methods are very useful for the metrology of asymmetrical optical surfaces for which otherwise the interferometry requires auxiliary optics or computer generated hologram (CGH) which are test wavefront specific so very expensive. The shearing interferometry is very useful to extract the slope information of the wavefront. The common path nature of the shearing interferometer makes measurement less sensitive and useful for metrology applications. If a double frequency grating is written holographically, it is known as a holo-shear lens (HSL) and in a convergent beam, it produces the lateral shear fringe pattern [1,2]. A holo-shear lens is utilised to get the slope data to develop a metrology method for profile measurement. The experimental scheme is shown in Figure.1 (a).

Figure1. (a) proposed scheme (b) The orthogonal shear fringes (c) The reconstructed profile and residual error

The method is developed for the spherical wavefronts for which various wavefront of different F# are taken. Figure 1(b) shows the shear fringes obtained from a spherical wavefront and Figure1(c) shows the reconstructed and residual error in the profile. The scheme is validated with the measurement of Fizeau interferometer and the results of the proposed method are comparable. The measurement is extended for the cylindrical profile. The scheme can be useful tool for freeform wavefront measurement.
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We demonstrate the use of a custom-built line-field spectral domain optical coherence tomography (OCT) device for vibrometry. By using a linear fit to the zeroth order Bessel function near its first null, we achieve a self-calibrated reference that lends itself to automation. With an alternate-frame phase reversal of the sinusoidal driving waveform on the piezo mirror in the reference arm, the signal to noise ratio doubles, and also provides visualization of the phase of vibration of membranes, or inner reflecting layers. Low-cost automation of the image acquisition and signal processing is achieved using an Arduino microcontroller along with OpenCV based software on a PC. We demonstrate a sensitivity of 200 pm while also visualizing the vibration line profile of a latex membrane. Two CMOS cameras help in providing a conventional view of the region being imaged, and for acquiring the OCT data for vibrometry respectively. Our SD-OCT device operating at 850 nm provides a depth resolution of 18 µm and a lateral resolution of 18 µm X 50 µm, along with a depth range of 3 mm. A sinusoidal sound signal from a speaker is used for excitation of the vibrating object. This is to our knowledge the first demonstration of using a very low-cost CMOS imaging camera-based SD-OCT for visualizing phase resolved vibration mode profiles.

Our technique has the potential to find application in depth resolved non-contact microelastography for detection of cancerous tissues.
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Background oriented schlieren imaging using smartphone

Diganta Rabha¹, Vimod Kumar¹, and Manish Kumar*¹

¹Centre for Sensors, Instrumentation and Cyber-Physical System Engineering (SeNSE), Indian Institute of Technology Delhi, Hauz Khas, New Delhi-110016, India
*Corresponding author: kmanish@iitd.ac.in

Background oriented schlieren (BOS) imaging is a useful technique for flow visualization. It allows for a large field of view imaging which is out of the reach of traditional mirror-based schlieren imaging. BOS implementation relies on high-end cameras, optics and computational software. While some authors have reported the use of mobile phones for capturing BOS raw images, they rely on external computational resources for the processing and visualization of the results. Here, we report a smartphone BOS system which not only captures images using a smartphone but also does all the processing on the smartphone. We call our all-in-one smartphone schlieren as pocket schlieren to highlight its portability. The capability of smartphones in terms of hardware and processing power is well-known to all. In pocket schlieren, this enormous computational power and the superior quality optics embedded with the complementary metal oxide semiconductor (CMOS) image sensor have been exploited for schlieren imaging in real-time. To measure and reconstruct the density gradient image, the experimental setup is shown in figure 1(a), which requires a smartphone, a background pattern (which costs only Rs. 1) and the specimen under investigation. Our pocket schlieren application used for BOS visualization implements the optical flow algorithm to find the displacements (δy) in the image plane and finally the schlieren image. Thermal plumes and heat convection of soldering iron have been investigated using the proposed smartphone BOS system. From the quality of the obtained results, we are certain that pocket schlieren will prove to be useful for various scientific experiments as well as teaching and learning tools for general smartphone users.

Fig. 1: Smartphone based BOS imaging. (a) Experimental setup, and (b) User interface and flow chart of the Pocket Schlieren Android application.
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IFM274 Total Leukocyte counting in diluted whole blood samples using fluorescence imaging
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Total leukocyte (i.e. white blood cell) count is the most basic requirements/tests for diagnosis, monitoring and treatment of several disease conditions in the human body. Leukocytes are one of the main defense mechanisms of our body against a wide spectrum of viral, bacterial, fungal etc. infections as well inflammations and allergies. The state-of-the-art blood cell counters are not optimal to meet the emerging needs of portable instruments for point-of-care sites such as physician offices, emergency rooms and other near patient settings. Therefore, an increasing amount of attention has been drawn towards the development of portable, easy-to-use blood cell count technologies. We demonstrate fluorescent labelling and imaging of white blood cells (leukocytes) in diluted whole blood samples (Figure 1). This technique involves very simple sample preparation together with inexpensive fluorescence imaging that makes it suitable for point-of-care device in situations that do not have access to central hematology laboratories. We have performed total leukocyte counting for 36 samples and the results show very good correlation with standard techniques.

Figure 1: Brightfield (a) and fluorescent (b) image of the same sample slide captured using an eyepiece camera with 10X MO.
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Interferometry using ultra cold ensemble of atoms harnessing the wave property of matter has garnered a lot of interest in recent years for developing very accurate quantum sensors [1-3]. It has been demonstrated
by numerous research groups worldwide for a wide range of applications exhibiting undeniable potential in inertial sensing, metrology, time keeping, studies on fundamental constants etc[4-5]. Our work attempts towards realization of a transportable gravimeter for field applications. We discuss the implementation of Magneto Optical Trap (MOT) of $^{87}$Rb atoms in an optimized vacuum chamber, compact beam generation module and generation of atom cloud. The setup is presently realized in laboratory and we demonstrated coherent manipulation of ultra cold $^{87}$Rb atoms with Raman laser pulses.

A compact ultra-high vacuum chamber was designed and realized in Titanium with viewports along the chamber surface for admitting laser beams. Chamber view ports were designed to have exact orthogonal alignment in the 6 cooling beam axis and laser beam collimator mounts are attached to body of chamber ensuring self alignment of MOT beams. Rb metal dispenser (SAES$^\text{TM}$) is placed in ultra-high vacuum using an electrical feed through in a view port. Magnetic Coils configured in Anti Helmholtz configuration were designed to produce a non uniform magnetic field of 12 G/cm and mounted to the chamber using recessed flanges to reduce heating. The optical circuit for beam generation was realized with half inch optics with optimized footprint in a board of area 60 cm x 40 cm. Raman beams are used for stimulated transfer of atom populations between two internal states that are energetically separated via a virtual state. Unlike the conventional Raman beam setup involving two separate frequency locked laser sources, here the beams are generated from a single seed laser source by using an Electro optic Modulator as per schematic in Fig 2. Raman beams are far detuned by 1.8 GHz (Δ) from the excited level and beams are frequency separated by 6.835 GHz ($\omega_{12}$) corresponding to the ground state frequency separation of $^{87}$Rb. Ultra cold atomic ensemble was accomplished at 15 $\mu$K, and successfully obtained sustained Rabi oscillations with frequency closely matching to the theoretical value. Further pursuing momentum transfer between the atomic states, which is an important attribute of two photon transitions for atom interferometry.

Fig 1: Intensity profile of atom clouds

Fig 2: Schematic of Raman beam generation setup
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**Abstract:** Linear variable filters (LVF), also known as continuously variable filters, or gradient filters, are special types of filters, where the filters’ spectral response changes continuously (or quasi-linearly), in a defined manner, along one dimension. LVFs are commonly used in various scientific, industrial, and research applications, such as spectroscopy, fluorescence analysis, and hyperspectral imaging. The key characteristic of an LVF is its ability to transmit or reflect light of different wavelengths at varying positions along the length of the device. We have developed a test setup for characterization of Linear Variable Filter (LVF) and spectral characterized the Linear variable filter. Before the performing the spectral characterize, we calibrate the test setup using a reference sample. Different parameter like spectral transmittance along the dimension, linearity of spectral position etc.

**Introduction:** Linear Variable Filter is widely used in Hyperspectral imaging for remote sensing. Spectral quality of the hyper spectral imaging sensor depends on the LVF, so spectral characterization is important and recommended to characterize the LVF before use it in the optical instrument[1].

**Description of test setup:** The test setup for the spectral characterization of LVF is comprises a Spectro-Radiometer with spectral resolution of 0.3 nm. There are two lens module of F number not greater than F# 3. The test setup is kept at the front of a broad brand collimator with a slit target and illuminated with a broad brand source (0.3 – 1 µm).

Figure 1: Layout of the Test Setup  
Figure 2: image of the developed Test Setup  
Figure 3: Measurement Result

The first lens module collects the radiation and incident on a very small spot at the LVF. The transmitted radiation then collected by the send lens module and coupled with a fiber optics cable which is connected with a spectro-radiometer. The LFV is mounted at the focal plane of the two lens module (common focal plane) with a 3 axis micro meter stage. The micrometer stage axis along the optical axis is used for the placement of the LVF at the common focal plane of the two lens module while other two axes are used for the spectral position change and keystone effect of the LFV. Calibration of the test setup: The calibration of the test setup is carried out using a 2 mm thick parallel glass plate (NBK7). The spectral transmission of the reference parallel glass plate is measured with a Fourier Transform Spectrometer (FTIR) which is calibrated with international standard.

**Result:** The spectral transmission of the LVF has been measured by using the developed test setup and the result is shown in the figure 3. The spectral transmission is increasing with the wavelength of the radiation.

**Acknowledgement:** The authors are grateful to Dr. Ajay Kumar, Director IRDE, for his encouragement and permission to publish this work.
Multiwavelength bands electro-optical/infrared payloads are being developed for a variety of defence and commercial system applications. Many applications depend on its ability to detect and recognize low-contrast and distant targets in a complex environment. The development of such systems necessitates the use of specialized optical filters capable of separating different wavelength bands. In this work a silicon-based plate beam splitter for 45-degree angle of incidence has been developed to separate the bands from visible to mid-wave infrared (MWIR). This silicon beam-splitter separates MWIR from visible and near infrared (VNIR) and short wave infrared (SWIR).

In this paper, we have designed and developed this silicon beam-splitter for the payload that range from visible to mid-wave infrared. TFCalc 3.5.9 [1] thin-film software was used to design a dichroic[2]coating using variable metric method. Reflection and transmission spectra are shown in Figure 1.

The thin-film was deposited on a silicon substrate with a diameter of 25 mm and a thickness of 3 mm using an ion-assisted electron beam evaporation coating system (M/S Tecport Optics Inc., Model: Symphony 9). An average reflection of ~75% in visible and ~83% in SWIR region was measured using double beam spectrometer 1050 (Make: M/s Perkin Elmer). An average transmission ~85% in the MWIR region was measured using FTIR frontier spectrometer (Make: M/s Perkin Elmer).
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Detection of phosphorous (P) and potassium (K) in soil is necessary to determine its absolute content, which directly affects the crop health and growth [1, 2]. In this work an optical setup has been used to determine the absorption wavelengths of these two macronutrients in different soil solutions. A quartz tungsten halogen lamp (wavelength range: 200-2500 nm, Model No. 66187, Oriel Instruments, USA) of 1000 watt maximum power was used for this experiment as a white light source. Light was passed through the cuvette containing soil sample and transmitted light was coupled to an OSA (Model No. MS9740A, Anritsu, USA). This OSA can operate within the wavelength range from 600 – 1750 nm. Initially, white light spectrum without soil sample was recorded, which was used as a calibration data. Then only P and K spectrum of different soil samples were extracted. Figure 1 shows typical experimentally obtained absorption dips for known K and P components in different soil solutions. It can be noted from Fig.1, that K-absorption occurs within the wavelength range from 618.6 to 619.8 nm, whereas for P it is within 826.6-827.7 nm. We have also observed a linear relation between the K content in the soil and the absorption dip-wavelength for it. One may also correlate the absorbed light intensity with the amounts of P and K present in the soil samples, which will finally yield an in-situ optical sensor for detection of the amount of these macronutrients in soil. Detail experimental results for a number of soil samples (36 for K and 18 for P) will be discussed during the presentation of the paper.
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We have undertaken the design and development of a force sensor specifically engineered for non-destructive measurement of forces within a low range, in contrast to traditional strain gauge-based force sensors [1]. The schematic representation of our force sensor is shown in Figure 1(a). This force sensor comprises a force-sensing element, a laser, and a CCD camera. The force-sensing element incorporates two beams; the lower beam is responsible for stabilizing and supporting the element, while the upper beam is tasked with force detection. Illumination of the upper beam is achieved through laser light, causing the field scattered by this beam to generate a speckle pattern at a distant plane. To capture this pattern, a CCD camera is positioned at the far plane, recording a reference speckle pattern (I₁). Subsequently, we apply a known force (F) using a standard weight under a constant gravitational acceleration. As a result, the upper beam undergoes a downward bending, leading to a slight shift in the speckle pattern. This shifted speckle pattern (I₂), is then recorded and subjected to comparison with the I₁ through the digital speckle correlation technique (DSC). By evaluating the disparities between these patterns, we compute slopes and present them in Figure 1(b) with respect to consecutive weights. In order to process the acquired data, we employ the DSC technique, as depicted in Figure 1(c).
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Near-eye displays find diverse applications in fields such as augmented reality, virtual reality, military training, medical surgery, and more. They immerse users in interactive digital experiences, enhance visualization in complex tasks, and offer real-time information overlay, making them indispensable tools for a wide range of industries and applications. Waveguide is one of the most component for near eye displays. Further, the design and manufacturing of blazed gratings are most crucial steps for development of efficient waveguides. The grating's functionality lies in its ability to efficiently couple and manipulate light, enabling immersive and high-resolution visual experiences. These precisely designed diffraction gratings redirect the incoming light with high accuracy. The optimized blazed profile of the gratings ensure the high diffraction efficiency and ensuring minimal light loss. Figure 1 shows the schematic of waveguide along with different design parameters.

The fabrication of blazed gratings begins with a precision machining by diamond turning process, which imparts intricate grating structures onto a master stamp. Subsequently, a nanoimprinting process is employed to replicate these blazed grating structures with nanoscale precision across a waveguide's surface. The design and fabrication of blazed gratings through diamond turning and nanoimprinting open up new paths for compact, high-resolution, and immersive optical systems, paving the way for the next generation of wearable technology.

**Figure 1:** Schematic of waveguide for near eye display
Infrared transmitting glasses are used for thermal imaging camera to enhance the night vision capability of an observer. Chalcogenide glasses are suitable choice to cover the broader infrared band of electromagnetic spectrum. Under a collaborative project between DRDO and CGCRI Kolkata, an arsenic free chalcogenide glass has been developed having spectral transmission from 1 μm to 14 μm. The present work reports the study on the fabrication of optical component in indigenously developed chalcogenide glass and their characterization results. Imaging cameras working in short wave infrared (1μm-2μm), medium wave infrared (3μm-5μm) and long wave infrared (8μm-12μm) provide more information as compared to visible band. Optical glasses are useful in visible and short wave infrared. Silicon and germanium are used in medium wave infrared and long wave infrared. However due to their crystalline nature, fabrication is difficult and costly. Chalcogenide glasses provide a solution for infrared band, as they are easy to produce in bulk quantity and moulding process can be applied due to their low softening temperature. The constituents of developed chalcogenide glass are Ge, Sb and Se and having broadband transmission from 1μm to 1μm, so that it cover SWIR, MWIR and LWIR band of EM spectrum. The refractive index is 2.63 at 4μm wavelength. One flat sample of chalcogenide glass was polished using pitch polishing, while another flat sample is also fabricated using single point diamond turning machine. Fig: 1(a) and 1(b) display the samples and transmission measurement, while Fig: 1(c) and 1(d) display the results for surface profile and roughness measurement.
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Fig 1: (a) Chalcogenide glass samples (b) Transmission measurement (c) Surface form error 210 nm peak to valley (d) Surface roughness Ra 1.13 nm
MAT300 Enhanced UV emission: The substrate effect
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Despite ZnO being recognized as a robust UV emitter at room temperature, several reports include visible emissions (deep level emission/DLE), which have the potential to degrade the UV emission (UVE). Here, UVE of ZnO thin film has been studied with low cost and reliable deposition technique of sol-gel spin coating. This analysis compares ZnO thin films on two substrates with differing crystalline and conducting natures: micro glass slides (amorphous and non-conducting) and FTO substrates (crystalline and conducting), considering the fact that the substrate is plausible to affect the growth mechanism, which in turn can influence the crystalline as well as every other attribute of the material [1]. From figure 1, it is clear that the photoluminescence (PL) peak at UV region, 3.11 eV (398 nm) is intense for ZnO/FTO along with a diminished DLE. The reverse is the case with ZnO/glass, due to the native defects especially zinc vacancies, which are more likely to occur in n-type ZnO and play a significant role in generating visible green emission at approximately 500 nm [2]. The change of substrate did not affect the morphological and structural traits, but minimized the native defects to a greater extend owing to the increased crystallinity and decreased strain when grown on a crystalline and conducting substrate. The study underscores the significance of a substrate together with the possibilities for enhancing the optical properties of a material.

Figure 1; a and b are the HRSEM images of ZnO thin films coated on glass and FTO respectively. C depicts the photoluminescence spectra of both the specimens and the inset shows the visible emission.
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Lanthanide (Ln)-doped inorganic luminescent materials have been studied for applications in optoelectronics and biomedical applications including drug delivery, optical and magnetic imaging. Further, the inorganic nanoparticles have several advantages such as high photostability, narrow emission bandwidths, ab-
sence of blinking and long luminescence lifetime of the Ln$^{3+}$ ions, which is highly desirable for sensitivity and bioimaging. The organic host provides a steady microenvironment for the Ln$^{3+}$ emitters; low cytotoxicity as the host matrix traps the Ln$^{3+}$ and tunability of the Ln$^{3+}$ emission by designing the morphology and composition of the host material. The Ln$^{3+}$ doped luminescent nanomaterials must be improvised to yield better emission efficiency, longer lifetime, and excellent photostability. So, choosing the material and devising a method to enhance luminescence outcome is paramount. In this context, yttrium orthovanadate (YVO$_4$) is an inorganic mixed metal oxide of great significance as it is a self-activated host.

Trivalent europium (Eu$^{3+}$) ions are excellent activators for red light generation in the YVO$_4$[1] matrix since there is strong VO$_4^{3-}$-Eu$^{3+}$ energy transfer via exchange interaction which is favored by the overlapping of wavefunctions. There are also reports on methods to enhance the luminescence emission such as codoping with certain metal (mono-, di-, or tri-valent) ions in appropriate stoichiometry, tuning of synthetic parameters, and morphological variations.

Fig.1. Synthesis of Eu:YVO$_4$ nanophosphor powder

Monovalent like Li$^+$, Na$^+$, and K$^+$-doped Eu:YVO$_4$ luminescent nano phosphors have been synthesized by cost-effective combustion technique. Various characterizations XRD, UV, PL, and FTIR were carried out to confirm successful formation of structures. Therefore, the nano phosphor is suitable for LEDs and other optoelectronic applications. The findings point towards the prospective future application of nano phosphor materials for anti-counterfeiting purposes as security ink and visualization of latent fingerprints for forensic purposes.
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Quantum dots (QDs) are a prospective alternative to traditional organic fluorophores because they have exceptional physical and chemical characteristics, such as tunable photoluminescence, tremendous photostability, a significant Stokes shift, and an outstanding quantum yield[1]. TMD (Transition Metal Dichalcogenide) QDs, represented as MX$_2$ (M = Mo, W, and V..., X = S or Se), have a wide range of applications.
because of their distinct physical, chemical, and electrical characteristics, such as high surface-to-volume ratios (due to small size), optoelectronic behavior, indirect bandgaps, stability, and quantum confinement effects[2].

In this work, hydrothermal synthesis, which is considered as an economical and eco-friendly approach that avoids complex procedures, difficult synthesis conditions, and uncontrollable product outcomes, has been adopted to synthesize VS$_2$ QDs. Further, the as-synthesized QDs have been employed as a fluorescent probe for the detection of Fe$^{3+}$ ions. Interestingly, it is observed that the fluorescence of VS$_2$ QDs significantly quenched in the presence of Fe$^{3+}$ ions. Also, the linear range of the sensor is found to be in the range of 25 nM to 1 μM. To validate the sensing experiments, PL (Photoluminescence) and TRPL (TimeResolved Photoluminescence) studies have been conducted, which depict that the quenching phenomena are both static and dynamic in nature.
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The revealing aspect of qualitative and quantitative presence of biological markers alongside other analytes, including DNA, proteins, and carbohydrates, can indicate disease states and physiological progressions. Sensitive and accurate detection of these at low levels has the unique advantage of potentially being used for identifying the earliest sign of cancer, TB, HIV, malaria, and other disorders [1,2, 3]. Lanthanide-doped core-shell nanomaterials have illustrated budding potential as luminescent materials, but their biological applications have still been very limited due to their aqueous solubility and biocompatibility. Hence, in present work we have reported a simple method for the synthesis of chitosan functionalized lanthanoid based core shell (Ca-Eu:Y$_2$O$_3$@SiO$_2$) phosphor. The chitosan functionalized Ca-Eu:Y$_2$O$_3$@SiO$_2$...
phosphor contains hydroxyl, and amino groups which coordinate with the dsDNA and causes fluorescence enhancement and act as “turn on” sensor Fig. 1(a). The ratio of fluorescence intensity enhancement of phosphor is proportional to the concentration of dsDNA. The range 0.1–90 nM, with the limit of detection at ~16.1 pM under optimal experimental conditions Fig. 1(b). The enhancement in fluorescence response of functionalized core-shell phosphor with dsDNA is due to the antenna effect. Additionally, response of probe has been studied for the real samples.

Fig. 7(a) Photoluminescence spectra of CEY@SiO$_2$-chitosan functionalized core-shell phosphors in the presence of different concentrations of dsDNA (b) curve is the characteristic peak emission intensity at different concentrations.
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Photoacoustic spectroscopy was developed as a result of Graham Bell’s discovery of the photoacoustic phenomenon in 1880. In 1975 Allan Rosencwaig and Allen Gersho proposed the theoretical explanation of the photoacoustic effect in solids. This unique technique is very effective for studying the non-radiative transitions in samples while they interact with light.

In this study ytterbium (Yb$^{3+}$) and erbium (Er$^{3+}$), co-activated yttrium orthovanadate (YVO$_4$: Er$^{3+}$/Yb$^{3+}$) powder phosphors were synthesized by solution combustion method and were annealed at 800°C for 2 hours. The X-ray powder diffraction (XRD) patterns confirmed that the zircon-type tetragonal structure of YVO$_4$ having space group I4$_1$/amd was crystallized. The Debye-Scherrer equation is used to calculate the crystalline size (D) of the particles and the average size was found to be around 114.25 nm. The scanning electron microscopy (SEM) image showed particles of different shapes having their sizes in the micrometre range. Upconversion (UC) emission and constant wavelength mode photoacoustic (PA) spectroscopic study (by varying the chopping frequency) of the samples was done using a laser having a wavelength of
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194
980nm. The thermal transition frequencies of the samples are also calculated from the Ln(f) – Ln(PAS) plot.
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Transition metal dichalcogenides (TMDs) have garnered significant attention due to their remarkable characteristics for optical, biological, chemical, and medicinal applications. We present a novel in-situ one-pot hydrothermal synthesis method for creating molybdenum ditelluride@carbon nano-dots (MoTe$_2$@C NDs) and explore their biosensing potential. Characterization using XPS, Raman, and TEM confirms MoTe$_2$@C NDs' structure. Photophysical properties reveal cyan fluorescence upon UV light exposure ($\lambda = 365$ nm) with a PL peak at ~431 nm (excitation wavelength ~350 nm). The synthesized sample effectively senses hydrogen peroxide (H$_2$O$_2$), displaying linear PL intensity decrease ($R^2 = 0.9986$) with H$_2$O$_2$ concentration and a detection limit of 14.22 nM. The PL quenching mechanism is explained using a three-level kinetic model involving charge-separated trap states (1[\text{D}^+\cdots\text{A}^-] \leftrightarrow 3[\text{D}^+\cdots\text{A}^-])$. This innovative study holds promise for MoTe$_2$@C NDs' use as an H$_2$O$_2$ sensor in diverse applications.
Due to the emergence of powerful lasers, there is a growing demand for enhanced protection of sensors and eyes against intense laser beams. Scientists are consistently exploring materials that can transmit low-intensity light while effectively absorbing high-intensity light, a category referred to as optical limiters [1].

Carbon wrapped nanoparticles are known for their exceptional nonlinear optical properties and ultrafast response[2]. In this study, we investigated the enhanced absorptive nonlinearity and optical limiting behaviour of Zinc Sulfide (ZnS) nanoparticles with graphite shell/core structure. The ZnS@C core-shell nanostructures were prepared by nanosecond Pulsed Laser Ablation in Liquid (PLAL) technique. A distinct absorption peak at 288 nm confirms the presence of a graphite layer around the ZnS nanoparticles and shoulder peaks in the broad UV absorption spectra between 309–345 nm can be attributed to the combination of the band of ZnS nanoparticle and π–π* transition of C=C bands of graphite.

The non-linear optical properties of core-shell nanostructure is investigated with the open aperture Z-scan. Nonlinear absorption coefficient for the core-shell structure is enhanced by three times as compared to pristine ZnS nanoparticles. The sample exhibits excellent optical limiting threshold value, make it suitable for use in optical power limiting and laser precautionary measures.

Fig: Open aperture Z-scan signature(a) and Optical limiting behavior (b) of ZnS@C core-shell structure (pink) and pristine ZnS nanoparticles (violet) at 0.138 GW/cm$^2$.
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MAT307  Synthesis, Structural, Optical and Photoluminescence properties of Samarium doped Zn$_3$(VO$_4$)$_2$
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Among many phosphors, metal vanadates are known as rare earth free luminescence materials and so applicable to optoelectronic devices[1]. Zn$_3$(VO$_4$)$_2$ is abbreviated as ZVO has potential applications in catalysis, low temperature magnetic devices, and batteries[2,3]. The broad emission profile of ZVO ranges from 400-900 nm. Considering the efficient energy transfer from VO$_4^{3-}$ group to Sm$^{3+}$ ions, it was selected as the dopant. In this work, the Sm$^{3+}$-doped Zn$_3$(VO$_4$)$_2$ microparticles were synthesized by a facile sol-gel technique and their phase structure, morphology and PL properties were investigated with different concentration of Sm$^{3+}$ i.e., ZVO:Sm$^{3+}$(0%, 1%, 2%, 3%, 4%, 5%).

Figure: Photoluminescence spectra of ZVO: xSm$^{3+}$ (x= 0, 2,3,4 mol%) under UV excitation.
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MAT308  Cellulose acetate based photopolymer film for holographic application
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Optical biosensing offer advantages of higher selectivity, sensitivity and cost effectiveness [1]. Recently, holographic biosensors using photopolymer film are under extensive research due to ease of preparation of photopolymer films, cost-effective manner, and absence of wet chemical processing [2]. In the field of biosensing, the photopolymer film needs to be water stable so that it can interact with analyte. For the prepara-
tion of these films several essential components are required, including a binder, photoinitiator, monomer, cross-linker, and dye, which collectively contribute to achieving good efficiency and higher sensitivity. Furthermore, the solvent used in photopolymer films also plays a crucial role.

In the present study, cellulose acetate has been employed as a binder in a mixture of acetone and ethyl acetate for making water stable photopolymer film. Triethanolamine and erythrosine B were taken as photoinitiator and dye, respectively. Notably, the prepared film dries within 5 minutes, and recordings were made using a solid-state laser emitting at a wavelength of 532nm. Transmission geometry with 25° angle between the beams is used for holographic record. The result show a diffraction efficiency of 50% in real-time measurements, as illustrated in Figure 1. Acrylamide serves as a monomer, and further efforts are being made to test capability of this film as a biosensor.

![Figure 1 Diffraction efficiency for cellulose acetate based photopolymer film](image)

References

MAT309 Carboxyalkyl chain length dependent Aggregation Enhanced Two Photon Absorption in Carbazole-Barbituric acid Donor-π-Acceptor system
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Aggregation Induced Emission (AIE) luminogens exhibit no emission in dilute solution and are induced to emit when aggregated at high concentration with restriction of intramolecular motions as the principle
mechanism. The AIE effect can be enhanced by specific structural modifications such as boosting the hydrophobic interactions and hydrogen bonding interactions.

In this work, we have investigated the role of hydrogen bonding interaction by varying the carboxyalkyl chain length of Carbazole-Barbituric acid D-π-A AIE system. We synthesized Butyl, Ethylhexayl, Heptyl, Octyl, Nonyl, Dodecyl Carbazole-Barbituiric acid (CBA) derivatives, studied their photophysical properties upon aggregation by UV-Vis spectroscopy, Steady state and Time-resolved fluorescence spectroscopy. The aggregate size and morphology was determined using DLS measurements and TEM images respectively. We utilized Open- Aperture Z-Scan technique with an Nd:YAG laser (1064nm) in order to measure the change in non-linear absorption co-efficient at different stages of aggregation and different carboxy-alkyl chain lengths. Furthermore the knowledge about their energy levels was gained by using DFT in Gaussian 09 program package.

At the onset of absorption spectra we observed a red shifted tailing upon aggregation and extend of tailing toward 532nm is prominent in lower alkyl chain length molecule. We observed an aggregation enhanced two photon absorption and alkyl chain length dependent non-linearity. Butyl CBA with lowest alkyl chain length exhibits maximum TPA coefficient at NIR region and increase in alkyl chain length significantly decrease the TPA coefficient. The extend of absorption tailing upon aggregation opens up the possibility of such molecules as a potential non-linear material in aggregated/solid state. This inference is supported by the theoretical HOMO-LUMO bandgap calculations. Optical limiting threshold of all molecules were also determined.
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MAT310 Influence of Plasmonic Effects of Group IB (Ag and Au) Metals in Tuning the Nonlinear Absorption Mechanism of rGO-MoS₂ Hybrid
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In the recent era, variety of novel functional materials are being developed for the progress of laser-based applications. Among them complex frameworks made of organic-inorganic layered hybrids have gained a wide interest due to its structural tunability and enhanced nonlinear optical behaviour. Especially in the class of two-dimensional materials, graphene and its derivatives have gained wide recognition owing to perceptible flexibility and increased active surface region. Similarly, molybdenum disulfide (MoS₂) has proven time after time to be a potential candidate for ample applications like photocatalytic activity, electronic and logic devices, therapeutic actions, sensors and optical devices due to bandgap tunability and higher photo-response. Further, integrating Group IB metal nanoparticle like Ag and Au with organic-inorganic frameworks can enhance the physical and chemical properties ascribed to strong light absorption due to enhanced surface plasmon resonance effect at the excitation regime. Based on these facts, a series of Ag-rGO-MoS₂ and Au-rGO-MoS₂ complex systems with varying concentration of Ag and Au (2.5wt%, 5wt%, 7.5wt% and 10wt%) were prepared by facile hydrothermal technique. XRD confirmed the formation of hybrids made of mixed phase 1T-2H MoS₂, reduced graphene oxide and Ag/Au metals. Morphological studies showcased the formation of Ag as nanowires and Au as nanospheres upon MoS₂ microspheres em-
bedded within rGO layers. Under 532 nm Nd:YAG laser excitation, Z-scan experiment revealed all the samples depict reverse saturable absorption (RSA) ascribed to two photon absorption (2PA). However, different electronic transitions are found to be the pertaining reason for two photon absorption process like excited state (Au-rGO-MoS$_2$) and genuine (Ag-rGO-MoS$_2$) two photon absorption. Influence of Group IB metals in tuning the nonlinear absorption were analysed through theoretical estimation of absorption cross-section. These hybrids were dispersed in PMMA matrix and fabricated as a free-standing film (as shown in figure 1) and the optical limiting properties were studied. The potentiality of Ag and Au decorated MoS$_2$-rGO hybrid in the use of optical limiters for laser-based experiments will be discussed.

Figure 1. Free standing film of Ag-rGO-MoS$_2$ optical limiter
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**MAT312** Structural, morphological and optical properties of fluorine and aluminium co-doped ZnO thin films
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Solar cells have attracted extensive attention due to the increasing energy demands. ZnO semiconductor is a promising material for different applications such as gas sensors, liquid crystal displays, thin film transistor and solar cells.

In this study, we have co-doped 1at% fluorine and 1at% aluminum in ZnO thin films deposited on glass substrate to improve its properties such as conductivity, mobility, transmittance along with the decrease in resistivity for solar cell application. The structural and morphological properties of film have been studied by X-Ray diffractometer and FESEM. The optical properties such as absorbance, transmittance, reflectance, refractive index and extinction coefficient have been studied by UV-Vis spectrophotometer. The electrical measurements have been performed for conductivity, mobility and resistivity measurement. The photoconductivity measurement have been also done.
Electrochemical Sensor for antibiotic Chloramphenicol Drug on MWCNT/GO Modified GCE by Voltametric techniques
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Antibiotics are used to treat and prevent bacterial illnesses in humans, plants, and animals, as well as being useful additions to boost livestock and poultry growth. Antibiotics are chemical substances that can kill or hinder the growth of bacteria, archaea, viruses, protozoa, microalgae, and fungi. Chloramphenicol (CAP) is a broad-spectrum antibacterial medication that is used to treat a variety of diseases in both human and animal medicine, including conjunctivitis, cholera, typhoid fever, plague, and skin infections. The electrochemical method, on the other hand, has the advantages of quick analysis, low-cost equipment, and simple operation. As a result, many electrochemical sensors for CAP detection have been created using diverse electrode materials. Nanoscales materials for electrochemical detection of CAP are of great interest in antibiotic residue diagnostics study in food products, which has been linked to a number of negative effects. In this work two carbon nanomaterials were used i.e., Multiwalled Carbon Nanotube (MWCNT) and graphene oxide (GO) for detection of CAP in which detection by electrochemical sensing. Furthermore, GO was prepared by using Modified Hummer's method which provides good platform the selective detection of CAP. The synthesized GO was characterized by sophisticated instruments such as transmission electron microscope (TEM), Raman analysis, XRD, scanning electron microscope (SEM), XPS and electrochemical characterization to examine the structural and morphological information of the GO/MWCNT. The electrochemical sensing of CAP is performed by the cyclic voltammetry (CV) and linear pulse voltammetry (LSV) method. The proposed electrochemical sensing platform for chloramphenicol detection has high selectivity, wide linear response for the range (15-600 µM) with low limit of detection. Furthermore, we performed the CAP detection in real samples with eye drop which give satisfactory result. The sensor demonstrated high selectivity, stability, reproducibility, and a gratifying recovery result.

Figure 1. Represent the sketch of electrochemical detection of antibiotic Chloramphenicol Drug by using GO/MWCNT modified GCE.
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Exploring the Impact of Zinc Doping on the Structural, Linear, and Nonlinear Optical Characteristics of NiO Films for Optoelectronic Applications

Ramseena Thundiyil1*, P. Poornesh1

1 Department of Physics, Manipal Institute of Technology, Manipal Academy of Higher Education, Manipal 576104, India

*Corresponding author: ramseena.thundiyil@learner.manipal.edu or ramseenaanees18@gmail.com

In this study, we have investigated the influence of Zinc (Zn) doping on the characteristics of NiO films prepared through the spray pyrolysis method. The Zn-doped NiO films were prepared at varying concentrations, specifically at 1, 5, and 10 wt%. The X-ray diffraction revealed that Zn doping led to a reduction in the crystallite size compared to pure NiO, with a slight increase as Zn concentration rose, indicating the incorporation of Zn into the NiO matrix. Further examination of vibrational modes and morphology was conducted through Raman spectroscopy and Atomic Force Microscopy (AFM), respectively. The investigation of optical energy bandgap via Tauc’s plots indicated minimal fluctuations in bandgap with varying Zn concentrations. Nonlinear optical properties were assessed using a z-scan setup with a continuous-wave laser at 632 nm. In the z-scan configuration with an open aperture, all films demonstrated Reverse Saturable Absorption (RSA), also found that nonlinear absorption coefficient increased with higher Zn concentrations. Additionally, the third-order nonlinear optical susceptibility exhibited an enhancement with the introduction of Zn doping. In summary, our results suggest that Zn-doped NiO thin films have significant potential for applications in the realm of optoelectronic applications.

Synthesis and Optical Properties Study of Undoped and Carbon doped ZnO Quantum Dots
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In this study, undoped and 2 wt%, 4 wt%, 6 wt% and 8 wt% of carbon doped ZnO quantum dots (QDs) are prepared using sol-gel method. 3-Aminopropyltriethoxysilane (APTES) is used as surface modifier for the further modification in the surface morphology of the undoped and carbon doped ZnO QDs. The structural analysis of all the prepared samples were analyzed using X-ray diiffraction (XRD) technique. The optical parameters, refractive index (n), extinction coefficient (k), dielectric constant (ε) and conductivity have been calculated using absorption and transmission spectra recorded by UV-Visible spectrophotometer. The fluorescence spectra of prepared samples has been analysed using photoluminescence spectrophotometer for different pH values 5-12 and different ZnO QDs of undoped and carbon doped sample concentrations ranges between (0.25% - 6%).
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Investigations and Advancements in Clad Layers of Sintered Silicon Carbide Mirrors for Space Optical Applications
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To achieve the stringent demands of high resolution and light assembly efficiency, primary mirrors with large apertures are being employed for space telescope payload optics. Silicon carbide (SiC) has recently supplanted zerdur, ule glasses, and be materials, due to its inherent superior qualities such as thermal stability and radiation resistance. Telescope optics should meet stringent specifications 12 nm Root Mean Square (RMS) and surface micro-roughness less than 2nm RMS over 1.2 m diameter. The sintered silicon carbide can’t be used for optical applications as produced, since sintered SiC is porous in nature with micro-structural defects of grain boundaries and discontinuities. This limitation can be mitigated by an appropriate surface modification processes, viz., depositing a thick or thin film of coating on the sintered SiC substrate[1]. In the present research work, the attempts are made to coat SiO\textsubscript{2}, Si, SiC on sintered silicon carbide substrate using PVD technique, thermal spray method and CVD techniques respectively. Subsequently, these clad layers have been polished and achieved optical requirements in terms of PTV, RMS and micro-roughness (Fig). The final properties/features of the three SiO\textsubscript{2}, Si, SiC coatings on sintered silicon carbide mirrors are given in the Table1. Non-destructive testing such as dye-penetrant tests, x-ray radiography, micro-Raman analysis, Microstructural cauterization XRD, EDAX, Micro-Raman, Mechanical characterization nano-indentation has been carried out in different states of mirror fabrication. These mirrors have been qualified for space use by conducting space-worthy tests like thermo-vacuum cycling, thermal storage, humidity, thermal shock cycling on SiC mirrors/samples.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SiO\textsubscript{2} Coating</th>
<th>SiC Coating</th>
<th>Si Coating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro-Roughness</td>
<td>( R_a )</td>
<td>9.11</td>
<td>6.4</td>
</tr>
<tr>
<td></td>
<td>( R_g )</td>
<td>12.8</td>
<td>8.3</td>
</tr>
<tr>
<td>Surface Finish</td>
<td>( P_V )</td>
<td>74.8</td>
<td>108.5</td>
</tr>
<tr>
<td></td>
<td>( R_m )</td>
<td>9.8</td>
<td>11.4</td>
</tr>
<tr>
<td>Nano-Hardness (Gpa)</td>
<td></td>
<td>5</td>
<td>36.5</td>
</tr>
<tr>
<td>Young’s Modulus (Gpa)</td>
<td></td>
<td>60</td>
<td>494.8</td>
</tr>
<tr>
<td>Fabrication Time (Weeks)</td>
<td></td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Clad Preparation Time</td>
<td></td>
<td>1 week</td>
<td>1 Month</td>
</tr>
<tr>
<td>Yield Rate</td>
<td></td>
<td>50 %</td>
<td>30%</td>
</tr>
</tbody>
</table>
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Electrical and photoconductivity properties of green synthesized ZnO nanoparticles and nanocomposites
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The photoconductivity is a phenomenon in which the electrical conductivity of a material increases upon exposure to light. The study of photoconductivity is performed in this article for the three samples zinc oxide (ZnO) nanoparticles (NPs), boron nitride (BN) NPs and ZnO/BN nanocomposite. All the three samples used here were prepared by green synthesis method using fruit peel extract. These three samples were characterized using X-Ray diffraction, field emission scanning electron microscopy, UV-Visible spectroscopy and Fourier transform infrared spectroscopy. The range of particle size calculated by X-Ray diffraction data for ZnO NPs, BN NPs and ZnO/BN nanocomposite is found in the range of 12-42nm, 3-41nm and 7-38nm respectively. The current–voltage characteristics in dark and under ultra violet (UV) illumination irradiated by an UV bulb of 300W in the wavelength range 365nm was performed for an applied voltage of 0 -30V for all the three samples. The variations of dark current (I_{dc}) and the photocurrent (I_{pc}) with applied voltage were studied for power-law relationship for all the three samples. The study of photoconductivity was performed using UV light at a bias voltage of 5V to obtain the photo response for all the three samples.
Design of Spine Based Conformal Optics In MWIR Band Using Fixed Correctors
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Conformal optics refers to use of optical dome/windows that deviate from conventional form to best satisfy the contour and shape needs of system platforms. Most of the aero platforms usually employ some sort of electro-optic (EO) systems for threat perception and its mitigation. Thermal imagers, laser and IR seekers, surveillance cameras, laser range finder are examples of such EO systems. For aircraft application these EO systems are positioned in belly or chin mounted configuration while in other applications EO systems are usually placed at the head section of the platform. Optical domes/ windows are often used to protect these electro-optical systems from deteriorating effects of atmosphere. Conventional windows for airborne pay-loads are often discontinuous with the aircraft or platform skin. These windows in form of a protruding structure increase aerodynamic drag, which consumes more fuel and thus reduces the amount of available mission time and restricts the aerodynamic performance of platform. Conformal optical systems utilizing optical windows which conform smoothly to the external shape of the platform to improve aerodynamics can be used to greatly enhance the weapon or platform efficiency.

Monolithic contoured conformal domes/windows in form of unconventional shapes such as conics, ogive, polynomial etc. can be used to reduce air drag. Use of these highly contoured windows is limited due to complexity associated with fabrication and testing methods and these windows tend to limit performance of EO systems at oblique angles as these tend to introduce optical aberrations. Correction of their aberrations with varying field of regard (FOR) poses a complexity in optical design point of view. Out of many possible approaches of aberration compensation, fixed correctors approach can be implemented easily.

In this paper optical design of an optical system with a monolithic contoured window in transparent ceramic material Magnesium Aluminate Spinel (MgAl$_2$O$_4$) is considered. The aberrations arising with varying field of regard (FOR) were analyzed and fixed correctors were used to mitigate the aberration. The optical performance of the system was maintained using fixed correctors. Spinel was considered as material of choice for conformal window as it has excellent transmission in visible to MWIR band, excellent mechanical properties suitable to high speed application. Another advantage of spinel is that it can be can be slip casted into a desired shape which can be further processed to realize highly contoured domes.
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Compact dual FOV discrete zoom catadioptric SWIR Imaging System
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Advanced Electro-optical surveillance system incorporates multiple sensors along with the complexity of the designing. In this article an approach for designing in small form factor is elaborately discussed. Designed SWIR HD optical system operates at f/11 for NFOV and f/5 for WFOV with 80mm aperture size. Various discrete Zoom design architecture is explored which comprises mirror arrangement for compact designing which induces alignment issue along with performance degradation [1]. Catadioptric architecture for the same configuration provides total track length of 250 mm and total track length of 200mm is achieved by incorporating catadioptric and prism reflecting surface architecture with spot < 15um for WFOV and spot < 14um for NFOV.

Fig1. Optical Layout of the Catadioptric Dual FOV SWIR Imaging system (a) NFOV with effective focal length 900 mm (b) WFOV with effective focal length 400 mm.

Fig2. FFT MTF is shown for the Catadioptric dual FOV optical design (a) On axis MTF > 0.4 at 25 cy/mm for WFOV. (b) On axis MTF > 0.2 at 25 cy/mm for NFOV.
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3D field-of-view of remote focusing microscopy system
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Remote focusing is a useful technique to enable 3D scan of a sample without a need to move either the sample or the sample facing microscope objective. However, the proper understanding of the remote focusing phenomena is still not well understood. In this paper, we have carried out a raytracing-based analysis of a remote focusing system using a pair of 4x microscope objectives. We use Ansys Zemax OpticStudio for our analysis. In remote focusing, a 3D object space is imaged onto a 3D intermediatory image space. This is achieved by using a pair of microscope objectives with tube lenses arranged back-to-back. A third microscope objective is used to physically scan along this intermediate 3D image plane [1, 2]. This avoids disturbing the sample. In our work, we show that a low-magnification microscope objectives system supports remote focusing without the need for a tube lens. This realization makes it better than a prior implementation [3]. Figure 1 shows the simulated system. We observed the behavior of on-axis and off-axis field points kept in object space. We used the Strehl ratio parameter to determine the lateral and axial extent of the remote focusing system (Figure 2). The Strehl ratio of >= 0.8 is required for good imaging. For the 4x objective (TL4X-SAP – Thorlabs; fov-5.5mm, working distance–17.0mm), it was observed that the lateral field of view (fov) reduced from 5.12 mm to 0.50 mm at the axial extent of ±7.0 mm from the focal plane in the object space. Maximum axial extent is achieved when the objectives are arranged in a 4F configuration. Thus, a full 3D field of view of a remote focusing system can be determined.
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DES208  Design of an off-axis three mirror multispectral Imager in VNIR and SWIR region with ultra-wide field of view using free-form surfaces
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Multi Spectral Electro-Optical Payloads in VSWIR region has numerous applications in Vegetation, Land Coverage, coastal and inland monitoring, soil-water pollution, cryosphere monitoring, and information on the atmosphere and clouds. A multispectral Imager with bands in VNIR and SWIR which provides wide swath and medium resolution is highly preferable for these applications. Lens based optical systems create the requirement of single lens assembly for each band due to the selection of lens material which requires high performance in multiple bands for this High FOV. This will result in a heavier payload with critical band to band registration requirements. Considering the Mirror based design, Unobscured reflective optical systems are preferred. Three mirror anastigmatic optical designs can provide aberration-free system irrespective of the wavelength. However, aberrations increase with the increase in the system FOV, so a wide FOV system is difficult to design.

In this paper, a design approach which is effective in designing high FOV optical systems catering to multiple bands is proposed. While designing from the conventional TMA system, the FOV is increased gradually and optimised by changing the surface properties from spherical to asphere. But this ultra-wide FOV creates the requirement of insertion of free-form surfaces which will give more freedom to the optimisation of system performance. Due to the non-availability of a common detector in both VNIR and SWIR region, the beam has been split using a dichroic beam splitter creating two paths, one for VNIR and one for SWIR. Finally, an off-axis three mirror anastigmatic imaging system with a focal length of 200 mm, an F-number of 3 and an ultrawide FOV of 68° x 4° is designed using 2 freeform and an aspheric mirror. The system has been optimised and achieved the Optical performance in terms of MTF, Distortion and Field curvature. This demonstrates that the single TMA assembly with freeform surfaces can provide the optimal solution to medium resolution, ultrawide FOV multispectral payloads in VNIR and SWIR region.
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Optical design of head up display for fighter aircraft is always a challenging task due to limited space of
cockpit. A refractive type petzval projection design is used in fighter aircraft. In such design there are need of two combiner to get the total field of view. These combiner are partially coated glass plate with see-through properties. Improper alignment of these two combiner generate the ghost image is one of the key problems in this kind of system. So the purposed work of this paper is to design a single combiner based head-up display system. It can reduce the weight, size of head up display as per requirement of next generation of fighter aircraft. A reflective type optical system is design with of partially coated free-form combiner for high brightness OLED source pixel size is 12 um, resolution 1280 x 1024, wavelength 543 nm.

In head up display system image source projects image on partial coated combiner, this combiner superimposed the projected image on see through real view. A classical refractive type head up-display is a binocular type petzval projection system. It has a 6 to 8 lens optical design having F-no 1 to 1.5. A reflective type system is designed for larger field of view it has a two sub modules, ie relay optics and partially coated see through combiner. Relay optics projected the magnified image of OLED source in air, this intermediate image is redirected by the partially coated combiner at design eye point.
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A thermal imaging system images infrared energy emitted from a body with temperature and is extensively used in areas such as surveillance, reconnaissance and fire control in military applications [1]. Dual field-of-view optical systems are commonly used in infrared imaging systems. The wide field-of-view (WFOV) is used for observing a large scene area and searching for possible targets of interest. The narrow field-of-view (NFOV) is then used for seeing a magnified view of the same and for final target recognition and identification [2].

Here a long range dual field of view (DFOV) thermal imaging system operating in long wavelength infrared (LWIR) band is proposed. The parameters of the system are f/number 2.7, effective focal length (EFL) 520mm/130mm and 7.7-9.3 μm spectral region. The detector is based on 640X512 staring focal plane array (FPA) having active sensor are of 9.6mmX7.68mm and cold shield distance of 19.4mm. To gain optimum image quality and compactness, both aspheric and diffractive surfaces were used in the design.

The schematic layout and modulation transfer function (MTF) curves of the system are shown in figure 1 & 2 respectively. The designed optics is implemented in a folded configuration so that the system can be fitted in a given space envelope.
Optical Design Scheme for Multiband Optical System
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Optical systems are being used for the surveillance and reconnaissance since long time in military as well as in civil operations. There are various types of optical systems like day camera, night vision devices and laser range finders (LRF) etc., which compliments each other to do complete surveillance. Hence we require many optical systems to collect the various types of information. Packaging of these cameras in a single unit requires large space. In addition, these types of systems suffer alignment issues and assembly of these instruments becomes critical. These types of systems also have large weight and volume.

To overcome from these types of problems, single channel optical design scheme has been proposed for multiband optical systems. This design scheme combines various optical systems into a single channel optical system at the design stage. Single channel design scheme utilises modular design approach. The first optics module will be common for all after that the optical path will be splitted in to desired directions with the help of bending or splitting optical components. After that other optical modules will be designed as per the requirements. Due to this proposed scheme the overall weight and size of the system get reduced and system becomes light weight and compact. The problem of alignment during assembly gets also removed due to the single optical output channel.

Here, optical design of single channel optics for laser range finder and laser designator (LD) has been discussed. The Ray diagram of the proposed scheme has been given in following figure-1.
Dual band imaging enables simultaneous acquisition of images from a common scene in two separate spectral bands (e.g., visible combined with an infrared band or short-wave infrared combined with mid-wave infrared). It provides a higher degree of discrimination with high signal to noise ration, especially for fast frame rate applications. In practice, this often requires that the images be acquired along two separate channels, or optical paths, one for each spectral band. Common aperture design approach provides an added advantage by reducing the overall weight and parallax problem.

This paper presents optics design of dual band (SWIR/MWIR) optics with a front common optics in Catadioptric configuration. The layout of the complete optics has been shown in figure 1. The two spectral channels have been separated by a dichroic beam splitter used after the front Catadioptric optics. The separated spectral channels are then imaged onto the Focal Plane Array of the respective detectors. The optics has been optimized and analyzed using CodeV® optical design software. Stray light analysis has been carried out using FRED software and two baffles have been provided to reduce the stray light. The designed baffles are shown in figure
Authors are thankful to the project team from Vision Instrumentation Design Centre of IRDE for their help and valuable inputs. Authors are also grateful to Group Director, Optical Design Division and Director IRDE for their guidance, inspiration and encouragement.
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Abruptly autofocusing circular Airy derivative beams in free space and disorder media

Anita Kumari¹, Vasu Dev¹, Vishwa Pal¹*

¹Department of Physics, Indian Institute of Technology Ropar, Rupnagar, Punjab 140001, India
* vishwa.pal@iitrpr.ac.in

Optical beams possessing abrupt autofocusing and self-healing properties are highly desirable in various applications, such as in biomedical treatment, high-resolution imaging, optical material processing, etc. In these applications, the beam requires to propagate through various components as well as disorder media, and encounters various undesirable effects such as beam dispersion, fluctuations in intensity, beam obstruction and coherence loss, therefore, the propagation properties of may get modified [1]. We have generated a special type of Circular Airy derivate beam (CADB), and investigated its propagation in free space as well as in disorder media to characterize the abrupt autofocusing and self-healing properties. The abrupt autofocusing is quantified by calculating the k-value (ratio of maximum intensities observed at z > 0 and z = 0 planes) [2]. The strength of turbulent media is characterized by Strehl ratio (SR), and overlap integral (C) is used to quantify the self-healing as well as distortions caused by the disorder media. The results for propagation of CADB in free space (SR=1) and strong disorder media (SR=0.3) are shown in Fig.1. As evident, the CADB exhibits autofocusing both in free space as well in disorder media (Figs. 1(a) and 1(b)). However, the abruptness in the autofocusing (k-value) decreases significantly with an increase in the strength of disorder (Fig.1 (c)). The autofocusing distance is found to be increased with an increase in the strength of disorder. Figure 1(d) shows the variation in C as a function of z for different values of SR, indicating that the overlap becomes minimum at the autofocusing distance. This suggests that the disorder media causes the spatial distortions as well as beam wandering, and at the autofocusing distance a slight change in intensity distribution results a significant change in the value of overlap integral. A detailed numerical and experimental study on self-healing of CADB is also performed, and found that the CADBs possess good self-healing abilities.

Fig. 1. Intensity distribution of CADB as a function of propagation distance (a) in free space (SR = 1), and (b) in strong disorder media (SR = 0.3). For the propagation of CADB in free space and disorder media of different strength, the variation in (c) k-value, and (d) overlap integral (C).
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Innovative Daylighting Solutions: Assessing the Fresnel Lens for Optimal Interior Lighting Sustainability
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The work focuses on sustainable and energy-efficient daylighting design solutions for tubular daylighting systems using Fresnel lenses. The proposed design offers a sustainable approach to enhance natural lighting in buildings, reducing dependence on artificial lighting and subsequently decreasing energy consumption and greenhouse gas emissions. Implementing such system not only improves the visual quality and comfort of indoor spaces but also aligns with global efforts to create more sustainable environmental and endorses health management. Daylighting, efficaciously utilizes natural light within buildings fulfilling illumination needs, increased visual comfort and prevent Vitamin D deficiency.

This study focuses on the design and characterization of a passive tubular daylighting system that employs a Fresnel lens as a solar concentrator for daylighting systems. The research aims to develop an efficient daylighting system by optimizing aspects such as light transmission and optical efficiency for photometric range of 380 nm – 720 nm. This research paper conducts a comparative analysis of daylighting systems for flat plate, dome-shaped, and Fresnel lens configurations to determine the most effective approach for optimal interior lighting.

The study delves into each design's capacity to harness and distribute sunlight efficiently within indoor spaces. Simulation and optimization using TracePro 7.3.4 software assess the system's performance through ray trace diagrams and irradiance maps at different intervals. Comparative analysis is conducted for flat plate, dome-shaped, and Fresnel lens collectors. The results affirm the Fresnel lens's showed outperformed with 165 lux in morning, 810 lux in afternoon and 151.5 lux in evening. The developed system will be compact in size and has potential of daylight collection with desired efficiency replacing artificial lighting.
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An $L_2$-Norm Based Quadratic Cost Function for Advancing the Wavefront Shaping Through Scattering Media
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The cost function in feedback-based wavefront shaping is one of the sensitive optimization function. There has been a trade-off between intensity enhancement and the gradient contrast differentiation between the structured light patterns in wavefront shaping. We have developed an $L_2$-norm based quadratic cost function (L2QN) in Genetic algorithm for advancing the intensity enhancement and the gradient contrast differentiation of two stages contrast assisted structured light. Both the simulations (fig.1a) and experiments (fig.1b) have been performed, and it has been found that the proposed (L2QN), significantly differentiating the contrast and structural uniformity for focusing light through scattering media. The potential applications of the method demonstrated in this study can be extended into holographic displays, structured light illumination microscopy, photolithography, photothermal treatments, dosimetry, laser materials processing, and energy control inside and outside an incubation system.

In standard iterative method based wavefront shaping [1-4], few popular cost functions have been reported, such as target intensity ($\eta = \text{Eta}$), peak-to-background ratio (PBR) [2-9], Pearson's correlation coefficient (PCC) [7,8] and standard deviation [4]. The intensity and PBR cost functions are suitable for focus-spot formation. However, focusing the light into desired patterns at the specific region of interest is significantly challenging than focusing on spots.

![Fig 1: Two level contrast and intensity recovery, (a) simulation results, (b) experimental results](image)
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**SIE402 Wavelength Switchable & Tunable Noise like pulse laser using intracavity loss tuning**
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We report, for the first time, wavelength switchable and tunable noise like pulse (NLP) laser from an erbium doped fiber laser modelocked using the nonlinear polarization rotation technique. In contrast to tunable lasers that employ different types of spectral filters[1], the tuning mechanism in our work is a simple manipulation of intracavity loss using an inline attenuator. When the cavity loss is low, the EDF is saturated and hence the gain around 1560 nm is larger. Increase in the intracavity loss shifts the peak of the EDF’s gain to 1530 nm.[2]

Self-starting, stable modelocked NLPs are generated at a pump power of around 100 mW. The repetition rate of the cavity is 1.3 MHz (Fig. 1(a)) with an average output power of around 13 mW. Fine tuning of the intracavity loss, through an inline attenuator leads to continuous tunability of the central wavelength of the laser output across the C-band (1535 nm to 1565 nm) as shown in figure 1(c). In addition, switching the intracavity loss between two different pre-set values leads to a wavelength switchable laser output. The characteristic double scale autocorrelation trace along with a smooth and broad optical spectrum indicates the generation of noise-like pulses from the cavity (Fig 1(b) and (c)).

![Figure 1: Wavelength Tunable NLPs: a) Oscilloscope traces of NLPs with pulse spacing of 768 ns; b) Autocorrelation trace, Inset: Double scale trace with 100 ps pedestal; c) Tunable optical spectrum of NLPs](image)

On account of the adaptable output spectrum and the simplicity of the tuning mechanism, we believe, these lasers could be useful for a variety of applications including spectroscopy, sensing, and optical coherence tomography.
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Bidirectional modelocked tunable dual noise like pulse emission from a single laser cavity
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We report, for the first time, bidirectional modelocked wavelength tunable dual noise like pulse (NLP) emission from an erbium doped fiber laser modelocked using the nonlinear polarization rotation technique. A directional multiplexing within the cavity allows for independent modelocking in the clockwise and counter-clockwise directions. The presence of interferometric spectral filters[1] in the CW and CCW directional allows for independent tunability of the central wavelengths of the two modelocked pulse trains. In addition, manipulation of the spectral filters allows switchable single, dual and multi wavelength emission. Self-starting, stable modelocked NLPs in the CW and CCW directions were generated at a pump power of around 300 mW. The repetition rates of the CW and CCW NLPs were 1.274 MHz and 1.276 MHz respectively(Fig. 1(a)). Fine tuning of the spectral filters leads to continuous tunability of the central wavelength of the laser output across the C-band (1530 nm to 1565 nm). In addition, coarse tuning the filters leads to a switchable single, dual and multi-wavelength outputs. The characteristic double scale autocorrelation trace along with a smooth and broad optical spectrum indicates the generation of noise-like pulses from the cavity (Fig 1(b) and (c)).

![Figure 1: Dual NLPs: a) Oscilloscope traces of NLPs; b) Autocorrelation trace; c) Tunable optical spectrum of NLPs](image)

A single laser source with versatile dual pulse emission, such as this, will prove to be a versatile source in many applications like sensing and transient time resolved spectroscopic studies.
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Abstract: Pauli Y gate is an important fundamental gate in the family of quantum logic. The gate matrix of this 1-qubit gate is

\[
\begin{pmatrix}
 0 & -i \\
 1 & 0
\end{pmatrix}
\]

Where the gate operation is

\[
\begin{pmatrix}
 0 & -i \\
 1 & 0
\end{pmatrix}
\begin{pmatrix}
 I_1 \\
 I_2
\end{pmatrix}
= \begin{pmatrix}
 -i I_2 \\
 i I_1
\end{pmatrix}
\]

There are found several works where Pauli Y gate are implemented by the quantum property of light [1, 2]. In this paper, we propose a new concept of using the mechanism of Pauli Y gate to develop a quantum oscillator in photonic band gap structure-based crystal where the output states of the system will oscillate along with its phase. The truth table of the oscillator is depicted in Table-1.

Table-1: Truth table of the Pauli Y gate-based oscillator

<table>
<thead>
<tr>
<th>Condition</th>
<th>Input</th>
<th>Oscillatory output</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>The initial inputs are given to both A and B</td>
<td>$I_1(v_1)$</td>
<td>$I_2(v_2)$</td>
</tr>
<tr>
<td>The inputs are withdrawn</td>
<td>$-I_1(v_1)$</td>
<td>$I_2(v_2)$</td>
</tr>
<tr>
<td></td>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
</tbody>
</table>

The detailed circuit diagram and the all-optical operation using photonic band gap crystals are demonstrated in the paper.
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Enhanced photovoltaic performance of \textit{in situ} grown rGO/TiO$_2$ hybrid-based dye sensitized solar cells

Lakshmi Srinivasan$^1$, Narayanapillai Manoj$^{1,2}$, Pramod Gopinath$^{1,3}$

$^1$Inter University Centre for Nanomaterials & Devices
$^2$Department of Applied Chemistry
$^3$International School of Photonics
Cochin University of Science & Technology, Kerala, India, 682022.
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A mesoporous nanostructure of anatase TiO$_2$-rGO hybrids were synthesized using hydrothermally modified solgel method. The TiO$_2$ nanocrystals grow in situ in the hybrid preparation while the graphene oxide sheets are simultaneously reduced to graphene layers. Graphene sheets are grown solely on ellipsoidal TiO$_2$ nanocrystals, exposing high energy \{001\} and \{010/100\} facets. The hybrid was created with Cetyltrimethylammonium bromide (CTAB) as the capping agent and has a minimal graphene content than as-grown TiO$_2$. By using transmission electron microscopy (TEM), X-ray diffraction (XRD), X-ray photoelectron spectroscopy (XPS), and Fourier transforms infrared spectroscopy (FTIR), the nanostructure of the obtained nanohybrids were characterized. The rGO/TiO$_2$ composite photoelectrode-based dye sensitized solar cell (DSSC) has a high energy conversion efficiency of 7.8\% compared to a DSSC based on pure TiO$_2$ photoelectrode efficiency of 5.9\%, and this improvement is accompanied by an increase in both short-circuit photocurrent density and open-circuit voltage. The critical component causing the enhanced photogenerated electron transfer ability and decreased charge recombination is the incorporation of two-dimensional graphene nanosheets in the TiO$_2$ electrodes.
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Photoluminescence spectra and site selective excitations of Eu$^{3+}$:Y$^{3+}$-SrTiO$_3$ for visualizations of latent fingerprints and red LEDs.
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Abstract: We have synthesized europium and yttrium doped strontium titanate (Eu$^{3+}$:Y$^{3+}$-SrTiO$_3$) for visualizations of latent fingerprints and red LEDs with varying concentration of Eu and Y has been depicted in the figure 1. Strontium titanate (STO) is an ABO$_3$ type of phosphor material that is mainly used in the field of latent fingerprint visualization, LED fabrication, solar cells, and hydrogen production. The STO can be improved using most promising trivalent rare earth elements (REE). Especially red–luminescence of Eu$^{3+}$–doped perovskites under UV radiation had widely investigated. SrTiO$_3$ is a well-known perovskite-
type incipient ferroelectric with a large dielectric constant. The doping of REE with perovskite materials opens a new era for researchers and improves the fluorescent properties of these phosphor materials. The as-synthesized nanophosphors are analysed using various characterization techniques such as UV-vis, PL spectra, powder XRD, transmission electron microscopy techniques. Powder XRD pattern reveals the approximate crystallite size and consistent with TEM. The europium concentration is optimized using photoluminescence measurement and the intensity is maximum at 3 mol % Eu. The Eu$^{3+}$ doped Y$^{3+}$-SrTiO$_3$ (3 mol % Eu) phosphor have CIE coordinates as x = 0.656, y = 0.344 and a CCT value is 2435 K with 95 % color purity, respectively, which make this nanophosphor best suitable for LFP detection, security ink, LEDs, and several optoelectronic applications. In the future, we have performed the detection of latent fingerprint and also the lifetime decay analysis for red LEDs applications [1].

Figure 1: Schematic representation of synthesized nanophosphors

References


**OED352**  
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**INTRODUCTION**-  
ZnO is a n-type of semiconductor with a large bandgap of 3.3 eV. Due to its large band gap, ZnO has been a very dominant material for photodetectors, photo-sensing, etc. On the other hand, NiO is a p-type semiconductor that also has a large bandgap of order 3.8 eV. These materials are UV-active materials due to their large bandgap.

**EXPERIMENTAL SECTION**-  
An Nd-Yag laser with an energy density of 140mJ/pulse and a wavelength of 355nm was employed for this deposition. In this process, we use 30K laser shots for NiO film deposition and 9K laser shots for ZnO film deposition. The distance between the substrate and the target is 4.5 cm. The temperature of the substrate is set to 400°C throughout the procedure. We anneal at 400°C after the deposition of each layer.
The oxygen pressure during the whole deposition process is 30 mTorr.

RESULTS-

![Image](image1)

**FIGURE 1.** (a) I-V characteristics of NiO/ZnO heterojunction (b) Plot of \((\alpha h\nu)^2\) vs. \(hv\)

The I-V characteristic was measured in dark condition. Figure 1 (a), NiO/ZnO heterojunction device shows rectifying current flow. The plot of \((\alpha h\nu)^2\) versus \(hv\) is presented in Fig. 1 (b), the optical bandgaps of NiO and ZnO films were estimated to be 3.58 eV and 3.22 eV respectively.

CONCLUSION-

In summary, we deposited NiO and ZnO films upon a glass substrate using the pulse laser deposition technique. NiO and ZnO films have transmittances in the visible region of around 80%–90% and 40%, respectively. NiO and ZnO films have thicknesses of 550 nm and 308 nm, respectively.

OED353 Optical phase shift keying scheme using Kerr switch
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Abstract: Optical Kerr material is found highly potential in all-optical switching. Several researchers are seen in last few decades, where these Kerr material are used in communication and computation of optical data [1-2]. Again Phase Shift Keying (PSK) is established as a very potential digital modulation scheme, which is used in transportation of digital data in long distance communication [3]. In this paper, the authors propose a new concept of developing optical PSK signal using light as both carrier wave and message signal. In the figure 1 the block diagram of the scheme is given.

![Diagram](image2)

**Fig.1:** The block diagram of optical PSK system
The whole scheme is all-optical/ photonic and hence it is superfast in nature.
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Polymer dispersed liquid crystal film for tunable surface plasmon resonance
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Abstract: Surface plasmon resonance (SPR) is an exciting phenomenon that is widely used in biosensing applications. SPR applications are typically static, and the geometry of the setup dictates the coupling conditions [1]. Liquid crystals (LCs) are exciting materials for SPR because they exhibit unique electro-optic properties. The electrically controlled orientation of LC molecules affects their RI and optical response of SPR [2]. Controlling the coupling condition is one of the key benefits of using LC in SPR-based applications. However, the major problems of using commercial LCs in the SPR are their durability, response time, and interaction with the external environment. Hence to overcome these problems, we propose a polymer-dispersed liquid crystal (PDLC) film in the SPR phenomena to tune the coupling condition using an external electric field. PDLC is an interesting material in which the LC droplets are dispersed within a polymer matrix, which helps to protect the LC layer from physical damage and environmental factors and enhances the overall durability of the SPR. In addition, the PDLC offers several advantages, such as no leakage of material, higher response time, and they are not influenced by any gravitational force and mechanical shock. Here, we describe a numerical and experimental observation of the displacement of SPR by using PDLC as a dielectric layer. The Kretschmann configuration setup is used to study the SPR response, and an external voltage is applied to the PDLC layer to shift the resonance angle. (See Fig. 1). The experimental finding shows that by adjusting the applied voltage, the RI of the PDLC can be modified. This change in RI at the metal-dielectric interface shifts the SPR angle (See Fig. 2). This can provide flexibility in various experimental designs. The voltage-induced shifts in plasmon resonance can be utilized for optical modulation, enabling the development of new types of modulators and switches in integrated photonic circuits.

![Fig. 1. Kretschmann configuration of tunable SPR using PDLC layer.](image)

![Fig. 2. Experimental observation of displacement of SPR with the applied voltage.](image)
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The development of efficient and high sensitive UV photodetectors (PD) is a hot topic of research in the recent times. The advancement of semiconductor-based optoelectronics has enabled to design and fabricate various UV PDs that efficiently detect UV radiation, however, currently there is a great deal of research on novel functional materials to achieve more winning properties like lower power consumption, flexibility, portability etc. Layered double hydroxides (LDH), an emerging class of anionic clay with lamellar structure, have attained considerable attention in the field of material science due to their unique thermal, optical and dielectric properties. LDH nanostructures have been widely utilized for many applications, including energy, healthcare, catalysis and optics.

Herein, we report an efficient, self-powered and flexible UV PD based on Zn-Al:LDH nanosheets (Ns), in which a heterojunction is formed with n-type Zn-Al:LDH Ns, p-type NiO thin film and Spiro-MeOTAD polymer on flexible PET/ITO substrates. Eco-friendly and vertically oriented LDH Ns are formed by dipping FTS sputtered-10% Al doped ZnO (AZO) thin film in DI water for 12 hours. A high sensitive photoresponse, which is in the order of $10^2$ to $10^3$, is obtained without an external bias, when the devices are illuminated with UV light. At 0.6 mW/cm² UV intensity, the responsivity and detectivity of the devices are found to be 4.4 mA/W and $3.2 \times 10^{11}$ Jones, respectively. Moreover, the device shows a very stable performance up to 1000 bending cycles at a bending strain of 4%, confirming the excellent flexibility of the devices.
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Single wavelength Optical beam steering using carrier injected Tunable Grating Antennas
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Optical Phased Arrays (OPAs) offer a cost-effective and high-speed technique for steering optical beams, which operate similar to phased array antennas in radar systems. In a typical OPA, 2-D beam steering is achieved by combining the phased array principle along with wavelength tuning. These OPAs have various applications, including LiDAR and free-space optical communication, where compactness, cost-efficiency, and energy efficiency are essential [1]. For these applications, the ability to change the steering angle of an OPA using a single wavelength is important as it eliminates the need for a high-power tunable laser[2].

In this work, we propose a unique method of beam steering in an OPA using single wavelength. Continuous beam steering of up to $3^0$ was achieved by employing a tunable grating antenna. The grating teeth of the antenna is made in the form of a p-i-n modulator as shown in Fig. 1. The p & n doped regions are formed on both sides of the grating teeth. Applying a forward bias injects charge carriers into the intrinsic region (grating teeth), altering the effective refractive index of the grating, thus changing the direction of the out-coupled beam. To verify the steering capability of tunable grating antenna, we couple an optical fiber to the device and measure the coupling efficiency between the fiber and the device. The position of the fiber is precisely adjusted for peak coupling efficiency with the grating antenna. When a forward bias voltage is applied, effective refractive index of the grating changes. The index change influences the direction of the beam emitted from the grating antenna, as demonstrated by variation in coupling efficiency as shown in Fig. 2. The ability to vary the coupling efficiency in accordance to the applied bias confirms the beam steering ability of the grating antenna using single wavelength.
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Optical pumping of semiconductor optical amplifiers (SOAs) and semiconductor lasers is important to realize all-optical communication and function devices. [1,2] Typically, a pump laser, at a suitable wavelength, is used to generate carriers in the active medium, which then gives rise to signal amplification/lasing process. Alternatively, LEDs could be used as optical pump [3]; in addition to having the advantage of low-cost, LED’s can be integrated into the device structure of the semiconductor laser/amplifier. In this paper we propose the design of an LED-pumped SOA wherein the LED is integrated in the structure of the SOA. Figure 1 shows a schematic of the LED-pumped SOA. Light generated by the LED is transversely coupled into the semiconductor active medium. The unabsorbed pump is reflected back into the active medium using the integrated Bragg reflector. The steady-state simulation was carried out using modified Connelley’s model. Figure 2 shows the variation of signal gain with LED pump power for two different LEDs of wavelengths of 1310 nm and 1350 nm with 50 nm FWHM. The LED spectrum is assumed to be gaussian in shape (see inset figure). Note that the gain is higher at $\lambda_c = 1310$ nm; also, it was observed that there is very little change in gain upon increasing $\Delta \lambda$ to 100 nm. Detailed results and discussion will be presented.

Fig.1: Schematic of LED-pumped SOA

Fig.2: Variation of signal gain with LED Power; inset figure shows LED spectrum.
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Molybdenum disulphide (MoS$_2$) and is a transition metal-dichalcogenides (TMD) material has layered structure. Recently it has drawn significant attention for exploring optoelectronic and photonic properties at sub-nanometre scale. The TMDs possess direct bandgap which is quite attractive for device engineering.
and applications in photovoltaic, energy storage, and bandgap engineered light-sources. We have synthesized \(2H \text{MoS}_2\) using hydrothermal synthesis at 240 °C for 24 h. The as synthesized powder was used for the fabrication of \(\text{MoS}_2\) thin films using femto-second pulsed laser deposition (fs-PLD). The deposited films are stoichiometrically congruent with that of synthesized material. The materials were characterised using XRD, UV-vis absorption spectroscopy and Raman spectroscopy. Figure 1 below shows the Raman spectra of \(\text{MoS}_2\) films grown at different temperatures (400 °C and 600 °C). Shift in the Raman bands are seen for the films deposited at different temperatures. The structural and optical properties of deposited films were analysed and compared. Such a comparative analysis may offer materials fabrication platform in future for engineering optoelectronic and photonic devices on silica glass and silicon platforms.

![Figure 1: Comparison of Raman spectra of \(\text{MoS}_2\) films grown at different temperature](image-url)
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For the analysis of terahertz (THz) electromagnetic wave propagation, the polarisation must be characterised and controlled. In this context, the research and development of suitable polarizer devices are necessary [1-4]. Here, we describe a graphene-based THz polarizer that has been optimised for high polarization extinction ratio (ER), low insertion loss. The design and optimised outcomes of the graphene-based THz polarizer for the normal incidence are shown in Fig. (1). Numerical simulations have been performed using CST software based on finite difference time domain (FDTD) method.

In the metastructure, graphene ribbons/strips are layered on top of a quartz-silicon substrate with a thickness of 100 μm. After cautious tuning, we were able to achieve a high value of ER of up to 75 dB (Fig.1(d)) with a very low insertion loss (Fig. 1(e)) at the targeted frequency of 1.7 THz. Furthermore, an average value of ER ~15 dB in the wide frequency range of 0.9 to 2.5 THz is also demonstrated.
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Metamaterials are artificial structures appropriately designed to manipulate electromagnetic waves. They exhibit two types of resonance response, namely bright and dark modes, on interaction with incoming electromagnetic radiation. Bright modes are excited via direct interaction with incident radiation, while dark modes are excited indirectly, often leading to lower radiative losses [1]. Due to indirect excitation, the coupling of dark modes is a challenging task as it reduces the intensity of the resonance. Minimal radiative losses in dark modes make them well-suited for sensing as they show large shifts in resonance frequency even for small perturbations [2]. In the present study, the coupling of dark resonating states is achieved by strategically placing two asymmetric split ring resonators (SRRs) in a mirror configuration [3]. By monitoring the interaction between these coupled dark resonances and the surrounding environment, we can detect even subtle variations in the thickness, making this approach valuable for a range of applications, including chemical analysis, environmental monitoring, and biomedical diagnostics.

Figure 1(a) shows the optical microscopic image of the proposed structure containing two asymmetric mirror resonators. The simulated and experimental transmission spectra for varying thicknesses of the analyte are shown in Figures 1(b) and 1(c), respectively. The simulation spectra show a shift in resonance frequency of hybrid dark modes by 20GHz and 42GHz for an analyte of thickness 6 μm. In summary, the hybrid dark resonant structures can be utilized for thin-film sensing.
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In this work, a metamaterial absorber (MMA) is designed using ring-disc resonators structure. The simulation results indicate that the proposed metamaterial absorber can achieve up to 98 % absorptivity at wavelength 5.5 μm. The MMA structure is optimized to achieve nearly perfect absorption in terms of thickness of dielectric layer, radius of disc, width of rind etc. Present silicon carbide (SiC) and gold (Au) based MMA shows almost similar behavior for the transverse electric (TE) and transverse magnetic (TM) polarized incident light. It also shows the incidence angle independent absorption for the range 0-45 deg. The present MMA design shows highly polarization and angle independent behavior due to the symmetry in the structure. The mechanism behind the present MMA absorber is also explained in terms of impedance matching conditions.
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Over the past few years, topological photonic crystal (TPC) has seen phenomenal growth due to its various
intriguing properties, including backscattering immune wave transport, robust wave propagation, and uni-
directional transmission [1-4]. This work studies a metallic rod-based TPC exhibiting robust energy
transport in the microwave frequency regime.

Figure 1: a) proposed TPC with the left panel showing the rhomboid unit cell of the TPC consisting of two Al rods of radius $R_1=0.23\ a$ and $R_2=0.07\ a$ and first Brillouin zone of TPC; the yellow dotted line indicates the direction of energy propagation
b) bulk band topology for $\delta R=0$ and $\delta R=0.16\ a$ c) projected band diagram of the TPC with blue shaded region indicating the bulk photonic bands and red solid lines showing the excited edge states
d) simulated (green) and experimental (red) transmission spectra of the TPC

The schematic of the proposed structure is illustrated in Fig. 1(a), which consists of a ring-shaped resonator being coupled to a straight topological waveguide. As shown in Fig. 1(b), the degeneracy at the K (K’) point of the unperturbed TPC ($\delta R=0$) can be lifted by introducing a geometrical perturbation in the rod diameters ($\delta R=0.16\ a$), which leads to opening up a topological band gap of $\sim 2.56\ GHz$. The coupling of TPC-1 and TPC-2 through the zigzag domain boundary leads to the excitation of topological edge states, as evident from the red solid lines of Fig. 1(c). The robust microwave propagation of the proposed structure is shown in Fig. 1(d), which indicates a high transmission of $\sim 0\ dB$ in the investigated frequency regime. This study provides a promising platform for realizing various potential microwave devices, including slow light waveguides, lossless devices, and efficient sensors.
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We report here new designs of frequency selective surface (FSS) metamaterials (MM) composed of patterned split-ring resonators (SRR) to obtain third harmonic generation (THG) at THz frequencies. The efficient THG is obtained by aligning the fundamental ($\omega$) and third harmonic ($3\omega$) frequencies with the resonances of our proposed metasurface structure, leading to energy confinement in both steps of excitation at
\( \omega (3.7 \text{ THz}) \) and radiation at \( 3\omega (11.1 \text{ THz}) \), with an input intensity of 0.4 MW/cm\(^2\). SRRs are used in the proposed structure because of their high sensitivities to electromagnetic waves.

**Summary:** The proposed THz FSS device is made from symmetric SRRs of MM, which are periodic structures with a band pass frequency response. One-unit cell geometry of the nonlinear FSS is shown in Fig. 1. A split ring slot is patterned on a geometrically thin copper layer that sits on a thin nonlinear dielectric layer substrate with the design parameters. Being driven by the strong magnetic dipole resonance at the pump wavelength and a high-quality mode at the harmonic wavelength, the efficient TH radiation is generated predominantly along the vertical directions under the normally incident plane-wave excitation. The field enhancement yielded by the proposed FSS is shown in Fig. 2. Figure 3 shows the plot of mode field distributions corresponding to the fundamental and third harmonic one. These results are new as regards third harmonic in THz using our engineered MM structure.

![Fig. 1. Schematic illustration of the unit cell of proposed nonlinear FSS surface. Fig. 2 Computed transmittance plot of FF mode and TH mode as a function of incident frequency. Fig. 3 Field enhancement of FF and TH mode.](image)
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Parity-Time (PT) symmetric systems in periodic structures represent a captivating realm of research within the field of optics. These structures possess a distinctive symmetry, where the Hamiltonian remains invariant under a combined operation of parity(P) and time-reversal(T). Remarkably, PT symmetric periodic structures exhibit exceptional optical properties, including coherent perfect absorption[1], unidirectional invisibility[2] and unidirectional lasing[3]. In periodic structures, this symmetry manifests as a periodic modulation of refractive index or gain/loss distribution, contributing to a non-Hermitian Hamiltonian and unidirectional reflection with special type of singularities[4,5]. A comprehensive review of unidirectional reflectionless light propagation in photonic devices at exceptional points has been provided in both PT-, non-PT, and PT anti-symmetric optical systems[6,7]. It has also been shown numerically in a simple two-layer non-PT symmetric slab by tuning the imaginary part of the refractive indices and thicknesses of the slabs[8]. In our work, we have demonstrated the non-reciprocal reflection in defective photonic crystals when the defect layer is doped with three-level atoms [see Fig. 1]. The photonic crystal with defect layer acts as a two-mode cavity. Once this layer is doped with atoms, the defect frequencies are red shifted in the
transmission spectrum. The spectral properties of defect modes can be controlled with the control field Rabi frequency, G. We observe, using scattering matrix formalism, that the crystal behaves as non-PT symmetric one by violating symmetry relations of the corresponding matrix. The transmission in the crystal is reciprocal but there is an interplay in reflection and absorption for two modes lying in the photonic bandgap of the crystal as shown in Fig. 2 for one of the modes.

![Diagram](image)

**Fig. 1.** A schematic diagram of lambda type three level system, in the configuration \(B(AB)^N D(BA)^N B\). The refractive indices \(n_A = 2.22, n_B = 1.41, n_D = 1.05\), \(N=5\). The susceptibility of the defect layer \(\epsilon(\omega) = n_D^2 + \chi\), where \(\chi\) is for atoms. We have also chosen \(n_i d_i = \frac{\lambda}{4}\) \((i \in A, B)\), where \(d_i\) is the width of the \(i\)-th layer and \(\lambda = 632.8nm\) near the middle of the bandgap and \(n_D d_D = \frac{\lambda}{4}\). The atom (decay rate \(\gamma_{12}\), \(n\) is the number density) is driven by field with Rabi frequency \(G\) and detuning, \(\delta = \omega - \omega_0\).
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The control of light-matter interaction in metasurfaces offers an unprecedented potential for manipulation and tuning of light. All-dielectric metasurfaces have been gathering lot of interest in the recent years due to their intense localization of fields, excitation of magnetic modes as well as giving rise to novel resonant modes such as anapoles, quasi-BIC states, etc. [1, 2]. Liquid Crystals have attracted great attention due to the optical anisotropy and flexible control through optical, thermal, magnetic and electrical fields [3]. In the current work we present a detailed numerical investigation of Tellurium (Te) based 2-D Penrose-quasiperiodic metasurfaces in the air with five-fold symmetry. We calculate scattering response, near-field and far-field radiation profiles of Tellurium (Te) based quasiperiodic metasurfaces as a function of liquid crystal orientations in infrared frequency range. Our results from these calculations show higher rotational symmetries of the response and give rise to multi-functional metasurfaces as a function of the liquid crystal orientations.
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This paper proposes a novel 2 x 2 all-optical switch using a two-dimensional square lattice of 31 x 35 dielectric rods in an air medium. The dielectric rods are made up of a direct bandgap material, gallium arsenide (GaAs), having a high refractive index value of 3.4 and Kerr (nonlinear) coefficient of 3.1 x 10^-16 m^2/W. The basic 2 x 2 state of the photonic crystal-based optical switch (bar and cross states) is implemented using the nonlinear Kerr effect. The photonic bandgap diagram is calculated using the plane wave expansion method, shown in Figure 1, and the suggested structure is shown in Figure 2. The finite-difference time-domain method is used to find the operational power intensity value for the cross and bar states and the performance parameters of an optical switch, such as the extinction ratio, insertion loss, and cross-talk values. The resonance/operating wavelength is at 1558 nm, and the power intensity values are 110 W/μm^2 and 200 W/μm^2, respectively, for the cross-state and bar states. The cross-state and bar-state extinction ratio values are 3.36 dB and 15.60 dB. Similarly, the insertion loss values are 2.43 dB and 0.985 dB, and cross-talk values are -5.80 dB and -16.59 dB for the cross-state and bar state, respectively. Hence, an all-
optical 2 x 2 switch using gallium arsenide dielectric rods is proposed, which is highly suitable nowadays for switching purposes.

Fig. 1. PBG range of GaAs glass rods: 0.292 <a/λ < 0.426 and 0.730 <a/λ < 0.748 (TE Polarization)
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The ability to tap the potential of non-renewable sources is severely limited by the availability of suitable and efficient materials. The choice of materials in that case considers not only the performance indices such as efficiencies but also the earth's abundance (cost), environment friendliness, stability, ease of fabrication, scalability, reproducibility, etc. For efficient conversion of solar energy to thermal energy, specially designed spectrally selective materials are highly recommended. On these benchmarks, oxide thin films made by sputter deposition methods surpass most other classes of materials, which involve complex designs of energy harvesters or chemically or thermally unstable materials. Here, we design a dielectric-metal-dielectric multilayer stack with an optical micro-cavity of a 12 nm tungsten layer formed between two dielectric layers of transition metal oxide CuCo₂O₄ (CCO). This has led to enhanced solar absorption¹ (α= 0.9) and low thermal emittance (ε<0.2). The cavity-induced enhanced absorption has been demonstrated through experiments as well as multiphysics simulations. The material characterizations revealed that the underlying spinel crystal structure and the nano-sized grain-like morphology of CCO layers caused enhanced visible absorption. The simulation results satisfactorily reproduce the experimental reflectance and demonstrate maximum power dissipation in the metallic layer in visible as well as NIR regions.
The phenomenon of light passing through small apertures, known as extraordinary transmission (EOT), has been the subject of extensive research and has garnered significant interest in the scientific community [1] [2]. In this work, we perform a comparative analysis of circular and square hole arrays operating within the Terahertz (THz) frequency range, employing numerical simulations using CST Microwave Studio. Fig. 1 depicts the THz transmission through the circular and square hole arrays. Noble metals like Al, Au, and Ag on a Si substrate are employed for constructing the metal-based hole arrays. Our results indicate that despite variations in the metal type, the THz transmission spectra (fig. 2), and the position of resonance peaks exhibit remarkable consistency, primarily attributed to the high conductivity of these metals (~10^7 S/m). Both Rayleigh’s and Wood’s anomalies are also observed in the transmission spectra. Also, we have studied the transmission characteristics by changing the periodicity while keeping the hole radius and total thickness constant as shown in Fig. 3. Notably, our study unveils significant disparities in resonant quality (Q) factors and resonance characteristics between circular and square hole arrays and also on changing the periodicities as well. We attribute these distinctions to the influence of corner effects in square resonators, leading to increased resistance and consequent reductions in resonance Q factors. We believe our findings can be helpful in realizing ultra-sensitive sensors along with a narrow band pass filter for the terahertz regime.
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Dielectric metalens have demonstrated excellent proficiency in effective light field manipulation and have been suggested for a number of devices with specialized functions. The higher aspect ratio of the unit cell nevertheless has drawbacks, making it much fragile and prone to breakage. In this study, we introduce a model concept to reduce the length of the nanopillar in the mid IR region. Proposed dielectric metalens is made up of hollow cylindrical nanopillar composed of amorphous silicon and the substrate of silica material. The electromagnetic analysis shows that the optimized height of our design is way smaller compared to the solid cylindrical meta-atom[1]. Also, the obtained results show that the designed metalens have high focusing efficiency upto 80% with polarization independent characteristics.
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Quantum networks and the quantum internet are the epitome of secure communication [1]. They are pivotal for achieving unprecedented security through entanglement, no-cloning theorem and quantum key distribution (QKD) schemes. Cavity qed (quantum electrodynamics)-based trapped ion platforms are promising candidates for distributed quantum information processing and quantum networks. Compared to other systems, they offer a versatile opportunity to serve as deterministic single-photon sources with long coherence times due to the cooled, trapped ion, high interaction probability with single-mode fields, scalability, and high-fidelity quantum gates.

In our group at IIT Tirupati, our focus lies on the development of an on-demand, deterministic, narrow-band, single photon generation scheme based on a trapped calcium ion ($^{40}$Ca$^+$) coupled to the single mode field of a high finesse cavity. This system offers the potential to effectively serve as a quantum node within an extended and scalable quantum network [2] using an interesting combination of “flying” and “stationary” qubits. Towards this objective, we are currently optimizing the design of the cavity qed-based ion trap platform through numerical simulations [see Fig.1] that assess various aspects such as the probability of photon emission, the temporal characteristics of generated photons, and the fidelity of photon production, all of which are critical for evaluating whether the proposed quantum node is well-suited for quantum networking applications. In this poster presentation, we will share the technical design of the experimental system, and also discuss the ongoing progress and outcomes of our numerical simulations.

Arijit Sharma expresses gratitude for financial support from CAMOST and IIT Tirupati. Chilukoti Ashok acknowledges financial support from the I-Hub Quantum Technology Foundation, IISER Pune, via the Chanakya Postdoctoral Fellowship. Sumit Achar is thankful for financial support from CSIR (Government...
of India) in the form of a Junior Research Fellowship (JRF).
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Light can be used very successfully for implementation of quantum logic gates. The optical properties of light are used here to encode the qubits of the quantum gates.

Several quantum optical logic gates have been implemented using light as carrier signal. These gates are Pauli X, Y, Z gates, Hadamard gate, Square root of Controlled Z gate, Universal SWAP gate, phase shift gate, Toffoli gate, Fredkin gate etc [1-3]. To implement these gates different types of optical switches are used. The switches are Pockels cell based electro-optic modulators, semiconductor optical amplifier, photonic band gap crystal, etc.

Here in this paper we propose a completely new scheme of implementing optical phase shift gate in quantum domain. This phase shift gate uses optical Kerr material based switches. The schematic block diagram of quantum optical phase shift gate is shown in Fig. 1. Here the inputs $I_1$ and $I_2$ are given with the wavelength $\lambda_1$ and the phase controlling light $I_3$ is given with the wavelength $\lambda_2$. At output $O_2$ a $\lambda_1$ pass filter is used.

![Fig. 1: Block diagram of phase shift gate](image)

No electronic biasing signal is required here. For this reason this type of gate functions with a very high speed greater than THz limit. The power consumption is also found very low. Again as there is no electronic switching, so parallelism of light is highly exploited.
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Entanglement is necessary but not sufficient to demonstrate nonlocality as there exist local entangled states which do not violate any Bell inequality. In recent years, the activation of nonlocality (known as hidden nonlocality) by using local filtering operations has gained considerable interest. In the original proposal of Popescu [1] the hidden nonlocality was demonstrated for the Werner class of states in $d \geq 5$. In this paper, we demonstrate the hidden nonlocality for a class of mixed entangled states (convex mixture of a pure state and color noise) in an arbitrary $d$-dimensional system using suitable local filtering operations. For our demonstration, we consider the quantum violation of Collins-Linden-Gisin-Masser-Popescu (CGLMP) inequality which has hitherto not been considered for this purpose. We show that when the pure state in the aforementioned mixed entangled state is a maximally entangled state, the range of the mixing parameter for revealing hidden nonlocality increases with increasing the dimension of the system. Importantly, we find that for $d \geq 8$, hidden non-locality can be revealed for the whole range of mixing parameter. Further, by considering another pure state, the maximally CGLMP-violating state, we demonstrate the activation of nonlocality by using the same local filtering operation.
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Quantum bits, which are generally known as qubits, experience decoherence - the loss of coherence when interacting with the environment [1], which poses a significant challenge to quantum computing and cryptography applications. Understanding the mechanism of decoherence is crucial for error mitigation and deeper analysis of quantum processes. Quantum map is a method used to understand, characterize, and reconstruct the quantum process. The primary aim of quantum maps is to obtain a process matrix, also known as a $\chi$ matrix, that fully characterizes the quantum process [2][3]. In this paper, we focus on numerically reconstructing the $\chi$ matrix for a quantum process involving the interaction of an optical qubit with a birefringent communication channel environment [4].

Our approach specifically examines the decoherence effects on an optical polarization qubit within a birefringent channel environment. By numerically reconstructing the output density matrix, we calculated the corresponding $\chi$ matrix for various input states. Subsequently, we analysed the changes in the elements of
the $\chi$ matrix as the number of passes through the channel sections varies. Figure 1 shows the plot of the $\chi$ matrix for the decoherence of a birefringent channel along the $Z$-axis on the Bloch sphere. The paper concludes by highlighting the potential of further research on the process matrix to gain deeper insights into the mechanisms of decoherence. By enhancing our understanding of decoherence, we can effectively mitigate its effects, ultimately leading to improved quantum communication capabilities.
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We study quantum Otto thermal machines with a two-spin working system coupled by anisotropic interaction represented by a parameter $\gamma$. Depending on the choice of different parameters, the quantum Otto cycle can function as different thermal machines, including a heat engine, refrigerator, accelerator and heater. We aim to investigate how anisotropy plays a fundamental role in the performance of the quantum Otto engine (QOE) operating in different time scales. We find that while the engine’s efficiency increases with the increase in anisotropy for the quasistatic operation, quantum internal friction and incomplete thermalization degrade the performance in a finite-time cycle causing a decrease in work and efficiency in finite-time operation, representing irreversibility. We show that the irreversibility in engine operation increases with $\gamma$. We also discuss the effects of incomplete thermalization on engine performance. Further, we study the QOE with one of the spins ('local' spin) as the working system. We show that local work extraction is
more robust than the global one, and the efficiency of such an engine can surpass the standard quantum Otto limit, along with maximum power, thanks to the anisotropy. This can be attributed to quantum interference effects. Specifically, in finite-time operation, the efficiency oscillates with respect to the time of the unitary processes of the global system. Therefore, a local spin QOE can outperform the same QOE operating in a long time limit, and this outperformance in efficiency is directly associated with maximum power generation. We demonstrate that the enhanced performance of a measurement-based QOE originates from the same interference effects, as in a local-spin QOE for their finite-time operation.
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Synchronization is a universal phenomenon, which was first observed by Huygens in a classical clock pendulum [1] and later explored in a large variety of classical systems. However, in the realm of quantum mechanics, exploration of synchronization is relatively new. Recently, researchers have studied synchronization among spins which have no classical analogy. A spin chain represents a versatile model for a broad range of materials where spins are arranged in a one-dimensional lattice with an interaction strength that diminishes with increasing distance. This concept extends to the intriguing notion of a spin bus, enabling long-range interactions for solid-state quantum computing [2]. In this work, we focus on quantum synchronization (QS) and entanglement between two spin-chains, each modelled as a pseudo-bosonic system (thanks to the Holstein-Primakoff transformation) indirectly coupled by another such chain (with odd number of spins). At low temperatures, this intermediary chain, playing the role of a spin-bus, can be considered as a single spin in its ground state doublet. Treating the synchronizing spin-chains as a bosonic system enables us to employ Mari’s measure [3] to study the QS. This makes our approach to the QS of spins fundamentally different from those usually used, based on quasi-probability distributions [4].

Both the entanglement and the QS are manifestations of quantum correlations. Interestingly, both, the QS measure [3] and the entanglement criterion [5] find their roots in the Heisenberg uncertainty principle, particularly in the context of EPR-like variables [6,7]. Therefore, the spin chains can exhibit the both for a certain parameter regime. We have found that it is indeed so, and these chains exhibit limit cycle trajectories, as well, as a precondition of the QS. The boson-number dependent nonlinear interaction between the chains lead to the QS and prepare the chains in non-Gaussian states, which warrants to employ the entanglement criteria based on higher-order moments [8].
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Quantum teleportation and dense coding are quantum tasks in which an unknown quantum state sends from one location to another in first one and classical bits sends between two locations in the later. We introduce a quantum circuit for creating generalized Bell states [1] as shown in Figure 1. We develop appropriate quantum circuit for realizing two qubits teleportation and four bits dense coding. We experimentally demonstrate these circuits in IBM quantum computer and calculate fidelity of teleportation and efficiency of dense coding.

![Quantum circuit for creating Generalized Bell States](image)

**Figure 1:** Quantum circuit for creating Generalized Bell States
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We have analyzed the phonon statistics in a Nanomechanical resonator, which is coupled with Superconducting qubits and driven by squeezed light. The quantum nature of a mechanical resonator can be achieved by the phonon blockade mechanism. The non-linearity must be very large as compared to the optical mode line width to suppress the unwanted transitions. We observe the strong phonon antibunching effect i.e., unconventional phonon blockade mechanism which relies on close to Gaussian states under weak driven squeezed light. By numerical solution of second-order correlation functions, we analyze the sub-Poissonian phonon statistics. We can control phonon blockade effects by controlling the amplitude and phase of driven squeezed light. Due to the high nonlinearity of the system and interaction strength between superconducting qubits and cavities, the phonon blockade effect is controlled. The present mechanism has much more attractive applications in optical communication and sensitive measurements such as the detection of gravitational waves or noise-free amplifications and use for development of quantum computers, and generates second harmonics.

Results & Discussion:- In this paper, we shall analyze the numerical simulation of the Phonon Blockade mechanism [Fig-1, Fig-2] for an optomechanical system described by the Hamiltonian. Effective phonon interaction induced by the qubit and phonon antibunching effect was observed for weak coupling regime and controlled detuning between the mechanical resonator and the Qubit. Phonon blockade can be tunable under strong and weak driven squeezed light. Phonon blockade can be enhanced by controlling different system parameters and the strength and phase of the squeezed light. To reduce the negative impact by the environment, we have to use low temperature and high frequency of mechanical frequency (we use 5 GHz). So optimal phonon blockade appears near zero detuning and agrees with the analytical result.
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Quantum communication is a secure way to transmit information using the unique properties of quantum states. This research uses the squeezing phase of two-mode squeezed states (TMSS) to transmit information securely. The squeezing phase of a TMSS can only be revealed by performing a joint measurement on both modes. This makes TMSS ideal for quantum communication, as it allows two parties, Alice and Bob, to send secure messages that cannot be eavesdropped without their knowledge. Our study aims to practically implement this protocol by modelling real-world factors like losses, excess noise, and atmospheric effects.

**Methodology and Results:** In deterministic secure quantum communication with TMSS protocol, Alice generates Two-Mode Squeezed States, sends one mode to Bob via a quantum channel, and keeps the second one with her [1]. Alice then encodes a message in the squeezing phase of her mode via a local oscillator in a homodyne measurement. Bob also performs homodyne detection on his mode and combines the results with Alice's homodyne detection results, which allows Bob to retrieve the squeezing phase that contains the message.

The mode sent to Bob is only affected by the atmosphere during transmission. To study the practicality of the protocol, we use a beam splitter (BS) model to mimic losses and introduce excess noise through the empty port of the BS. We model the excess noise by considering one mode of the TMSS, which is in a thermal state. The results of our analysis are shown in Fig. 1. We have considered different amount of squeezing, given by s-parameter, as 0.25, 0.5, 1 and 1.5 (inset in Fig. 1, SNL: Shot Noise Limit). As expected, squeezing reduces with increase of loss and excess noise (Fig. 1 (a, b)). Fig. 1(c) represents the squeezing presents after travelling through atmosphere, here we have considered atmospheric attenuation which quantifies the overall signal loss due to absorption and scattering as it travels through the atmosphere [2].

![Fig.1](image)

Fig.1 (a) Squeezing vs losses, (b) squeezing vs excess noise, (c) squeezing vs propagation distance in atmosphere.
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We consider a hybrid optomechanical system incorporating dual quantum dots. A driving force in the form of an amplitude-modulated laser applied, and the resonance frequency of the two quantum dots is also subjected to modulation. We examined the entanglement characteristics in the present system. By harnessing these modulation techniques exert precise control over the entanglement over the entanglement among the system’s various degrees of freedom. Exploring the conditions for the emergence of entanglement between macroscopic object is crucial for understanding its fundamental nature and potential applications in quantum technologies. The novel approach holds significant promise for the realization of efficient quantum memories suitable for continuous variable quantum information processing.
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QOT384  Continuous variable entanglement using optomechanics
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We present a new method to entangle propagating optical fields using two spatially separated coherent states that are fed into the optomechanical cavity. Optomechanics and quantum back-action nullifying meter (QBNM) [1] technique are used to create entanglement.

The optomechanical system depicted in Figure 1(a) consists of rigidly fixed end mirrors, denoted as \( m_1 \) and \( m_2 \), each having a decay rate \( \zeta \). The perfectly reflective optomechanical mirror (OMM) in the middle divides the cavity into two sub-cavities ensuring that the field in sub-cavity-1 (SC1) is not mixed with the field in sub-cavity-2 (SC2) and vice-versa. The SC1 and SC2 are driven by coherent input fields, with annihilation operators \( \hat{b} \) and \( \hat{a} \) respectively. The annihilation operators for the output fields from SC1 and
SC2 are $\vec{B}$ and $\vec{D}$, respectively. The quantum mechanical radiation pressure force on the OMM can be used to create correlations between the two output fields such that they are entangled.

Figure 1: (a) Optomechanical cavity with perfectly reflective mechanical mirror in the middle. The mirrors $m_1$ and $m_2$ are rigidly fixed, while the center optomechanical mirror can oscillate. (b) Entanglement as a function of ratio of detuning and cavity decay at room temperature.

Entanglement is verified using Duan criterion [3] $\left(\left(\hat{X}_{Bf} + \hat{X}_{Df}\right)^2 + \left(\hat{Y}_{Bf} - \hat{Y}_{Df}\right)^2\right) < 4$ and [$\hat{X}_{Bf}$, $\hat{Y}_{Bf}$] \[2i\], where $\hat{X}_{Bf}$ ($\hat{Y}_{Df}$) and $\hat{Y}_{Bf}$ ($\hat{Y}_{Df}$) are the fluctuations in amplitude and phase quadratures of $\vec{B}$ ($\vec{D}$). This sufficient criterion for proving entanglement also ensures the system's stability within the region where this criterion is satisfied. Dependence of entanglement on detuning is shown in Figure 1(b). It can be seen that, while large detuning results in the lowest value for Duan criterion, it simultaneously raises the Duan criterion value in the presence of thermal noise. Entanglement generated using this method is robust against room temperature thermal noise for parameters taken from experimental work Ref [4].
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We theoretically analyzed the optical bistability in parity-time-symmetric coupled micro-cavities, where two cavities are coupled by photon tunnelling; one of the cavities contains Kerr-nonlinear medium. Using Heisenberg-Langevin equations of motion, we have obtained steady state mean cavity photon number for different photon tunnelling strength, nonlinear strength and gain-to-loss ratio. A high degree of coherent influence and tunability via Kerr-nonlinearity and photon tunnelling strength over the bistable behaviour is discussed. The impact of the exceptional point on the characteristics of bistability is also reported. The
model system exhibits switching behaviour and tunable zero intensity window. Our result may be useful to
design efficient all-optical switch and optical sensor.

(b)

Figure 1: Plot of mean cavity photon number as a function of normalised detuning for (a) $k_b/k_a = 0.01$, $J/k_a = 1$ (b) $k_b/k_a = 0.01$, $J/k_a = 0.1$, $U/k_a = 0.1$. Other parameter is $\Omega_d/k_a = 1$.
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Summary

We show the emission into the cavity mode in the incoherently pumped two quantum dots (QDs) - single mode photonic crystal (PhC) cavity is due to single and multi-photon transitions. We study the effect of exciton-phonon interactions present in the system non-perturbatively by making polaron transformation [1].

We consider two separate QDs coupled to single mode PhC cavity. The Hamiltonian for the system in rotating wave approximation (RWA) of cavity mode frequency is given by,

$$\hat{H} = \hbar \Delta_1 \sigma_1^+ \sigma_1^- + \hbar \Delta_2 \sigma_2^+ \sigma_2^- + \hbar (g_1 a_1^+ a + g_2 a_2^+ a + H.C.) + \hat{H}_{ph}.$$  \hspace{1cm} (1)

Here, the detuning $\Delta_i = \omega_i - \omega_c$ and $\omega_i$, $\omega_c$ are the transition frequency between ground state, $|g_i\rangle$ and excitonic state, $|e_i\rangle$ for the $i^{th}$ QD, cavity mode frequency respectively. The lowering and raising operators
for QDs are given by $$\sigma^+ = |e_i\rangle \langle g_i|, \quad \sigma^- = |g_i\rangle \langle e_i|, \quad g_i$$ is the exciton-cavity mode coupling constant and $$a$$ is the cavity field annihilation operator. The last term in (1) represents the exciton and longitudinal acoustic (LA) phonon interaction,

$$\hat{H}_{ph} = \hbar \sum_k \omega_k b_k^\dagger b_k + \hbar \sum_i \xi_k \sigma_i^+ \sigma_i^- (b_k + b_k^\dagger)$$  \hspace{1cm} (1)

Here, $$b_k(b_k^\dagger)$$ is the annihilation(creation) operator of $$k^{th}$$ phonon bath mode of frequency, $$\omega_k$$ and $$\xi_k$$ is the coupling strength of exciton $$|\sigma_i\rangle$$ to the $$k^{th}$$ mode of phonon bath. We perform polaron transformation, $$\hat{H} = e^{i \varphi} \hat{H} e^{-i \varphi}$$, where $$\varphi = \sum_i \alpha_i^+ \alpha_i \sum_k \xi_k (b_k^\dagger - b_k)$$ and make Born-Markov approximation to derive the master equation [2,3]. The incoherent processes present in the system are written in Lindblad super-operator form,

$$L[\rho] = \tilde{\sigma}^\dagger \rho - 2 \sigma \rho \rho \tilde{\sigma} + \rho \tilde{\sigma}^\dagger \rho \tilde{\sigma} \rho .$$

The master equation for the incoherently pumped system is given below,

$$\dot{\rho}_s = - \frac{i}{\hbar} [H_s, \rho_s] - L_{ph} \rho_s - \frac{\kappa}{2} L[\sigma_i^+ \sigma_i^-] \rho_s - \sum_{i=1,2} \left( \frac{\eta_i}{2} L[\sigma_i^+] + \frac{\eta_i^*}{2} L[\sigma_i^-] + \frac{\eta_i^*}{2} L[\sigma_i^+] \right) \rho_s$$  \hspace{1cm} (2)

The above master gives complete information about the dynamics and steady state properties of the system. To obtain the steady-state QDs populations, cavity mode statistics, equation (2) is numerically integrated using quantum optics toolbox [4]. By obtaining cavity mode rate equation upon tracing out QD states, we show net multi-photon emission into cavity at optimal parameters of QDs detuning and incoherent pumping rate.
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Spontaneous synchronization is one of the most attractive phenomena, which was first observed by Huygens in a classical clock pendulum system [1]. Two nonlinearly coupled harmonic oscillators are said to be classically synchronized, when their respective generalized positions and generalized linear momenta become equal, at long times. In quantum systems, however, such synchronization is inherently not possible due to Heisenberg's uncertainty principle. Since, it is not possible to attain the above conditions. In such case, Mari et. al., [2] proposed a figure of merit to measure the degree of quantum synchronization. Synchronization phenomenon and quantum correlations have been studied for a long by two different communities, and recently their relation started to be explored [2-6]. This aspect of synchronization is drawing much more attention. The common ingredient for the emergence of these features can be attributed to the mutual interaction between subsystems. Quantum correlation between the interacting systems can also manifest itself as entanglement. To verify entanglement in the system, we use the separability criterion proposed by Mancini et. al [5]. From the proposed measure of both, we observed that both these properties are defined in terms of second order moments of a set of conjugate quadratures. Also, the upper limit for synchronization measure and the entanglement marker is set by the same uncertainty relation. Therefore, it is
natural to expect certain relation between them. With this objective, we proposed two different schemes to achieve the same between two indirectly coupled mechanical oscillators [6,7]. It is shown that in the presence of amplitude modulation, both the oscillators can be quantum synchronized and entangled simultaneously. By employing uncertainty-based synchronization measure and entanglement criterion, we probed the generalized relation between two independent phenomenon.
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QOT388 High Fidelity Room Temperature Single photon emission from colloidal quantum dots
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Single-photon sources are essential to quantum technologies such as quantum cryptography, quantum computation, and quantum metrology. Semiconductor quantum dots are one of the widely studied single photon sources. In this work, we demonstrate the room-temperature single-photon emission from individual CdSe quantum dots synthesized via a chemical route and demonstrate the use of an in-house-built scanning confocal microscope for single-photon emitter excitation and readout. Monodisperse CdSe nanoparticles are synthesized via the chemical route by adding olive oil solution containing selenium in cadmium olate at 300°C and heating for 15 minutes. The CdSe quantum dots are characterized using optical absorption spectroscopy and fluorescence spectroscopy. The colloidal quantum dots are spin-coated on a glass coverslip, and the size and monodispersity are characterized by scanning electron microscopy. Images of well-separated quantum dots are acquired using the confocal microscope. The fidelity of single-photon emission is studied using a Hanbury-Brown and Twiss setup attached to the confocal microscope. Our studies show that single photon sources can be synthesized and characterized in a cost-effective manner using components normally present in a standard optics laboratory.
Figures (a) SEM image of the monodisperse quantum dots. (b) The confocal image of CdSe quantum dots. (c) The experimental setup for imaging and the detection of single photon sources. (d) Measured second-order correlation function $g^2(\tau)$ as a function of time delay for a single CdSe quantum dot.

**QOT389 Design of an Oscillator circuit using tristate quantum optical phase shift gate**
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Quantum logic gates are the backbones of quantum computing system. Various all-optical quantum gates are developed by using different encoding techniques [1-3]. These logic gates can be used to design various optical systems like oscillators, flipflops, latches, memories, etc. Tristate phase shift gate is an important logic gate which is designed by using joint encoding of frequency and phase of optical signal [4]. In this communication, authors developed an all-optical oscillator circuit by utilizing the tristate phase shift quantum gate. The proposed oscillator is capable of oscillating any arbitrary pairs of phase-value. Electro-optic modulators of suitable biasing voltages can be used to obtain the desired amount of phase shift. All-optical implementation of the tristate oscillator circuit is capable of processing higher number of signals with excellent operational speed than that of a conventional Boolean system. Authors also explained a method of designing such oscillator circuit on photonic crystal-based layout. In this case, the desired phase shifts can be obtained by controlling the optical path length through the waveguide. The photonic crystal-based optical oscillator can process optical signals with minimal loss and much improved bit rate in the order of THz. The truth table for tristate quantum optical phase shift oscillator is shown in Table 1.
Table - 1: Truth table for tristate quantum optical phase shift oscillator.

<table>
<thead>
<tr>
<th>Inputs</th>
<th>Outputs</th>
<th>Phase differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O₁  O₂  O₃</td>
<td>θ₁  θ₂  θ₃</td>
</tr>
<tr>
<td>When the external signals are present</td>
<td>f₁  f₂  f₃</td>
<td>- f₁ eⁱφ  f₂  f₃</td>
</tr>
<tr>
<td>After the external signals are removed</td>
<td>- f₁  f₂  f₃</td>
<td>f₁ eⁱφ  f₂  f₃</td>
</tr>
<tr>
<td></td>
<td>f₁  f₂  f₃</td>
<td>- f₁ eⁱφ  f₂  f₃</td>
</tr>
<tr>
<td></td>
<td>- f₁  f₂  f₃</td>
<td>f₁ eⁱφ  f₂  f₃</td>
</tr>
<tr>
<td></td>
<td>f₁  f₂  f₃</td>
<td>- f₁ eⁱφ  f₂  f₃</td>
</tr>
</tbody>
</table>

This will continue.
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Using a polaron master equation approach, we investigate the unusual cooperative two-photon resonance between two-modes of a field inside a semiconductor cavity containing two quantum dots. The cooperative two-mode two-photon resonance occurs when two off-resonant quantum dots, initially prepared in exciton states, emit one photon in each cavity mode and de-excite simultaneously. Using such two-photon two-mode interaction we propose to generate an entangled state of two qutrits (tripartite unit of quantum information). The bases for the qutrits are formed by the states of the cavity modes containing 0, 1 and 2 photons. We also discuss the effect of exciton-phonon coupling on the entanglement and the probability of generating two-qutrit state.
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Simultaneously effect of hydrostatic pressure and impurity on entropy and heat capacity of double quantum wire
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The impact of hydrostatic pressure and impurity on the entropy and heat capacity in an InAs double quantum wire has been investigated. A 2D electron gas is confined in a parabolic lateral potential and subjected to a crossed electromagnetic field. Initially, eigen-energies are obtained using the diagonalization method, then entropy and heat capacity are calculated numerically for different values of hydrostatic pressure and impurity. The entropy versus temperature for various values of pressure and impurity is found to show a structure with a minimum at low temperatures (as shown in fig. 1). Moreover, heat capacity variation with the temperature for various values of pressure and impurity shows the peak at low temperature and decreases at high temperature (shown in fig. 2). As entropy increases with an increase in temperature in the presence of an external magnetic field. Energy level splitting due to Rashba spin-orbit coupling seems to play a role in the results obtained.

Expression for entropy and heat capacity are given by:

\[ S = -\frac{\partial \ln q}{\partial \beta} \]

Mean Energy,

\[ C_v = \frac{\partial U}{\partial T} = k_B \beta^2 \frac{\partial^2 \ln q}{\partial \beta^2} \]

Heat Capacity,

Result

**Figure 1 (a-b):** Entropy variation with the temperature for different value of hydrostatic pressure and impurity, respectively.

**Figure 2 (a-b):** Heat capacity variation with the temperature for different value of hydrostatic pressure and impurity, respectively.
Progress towards an all-optical trapped ion-based portable atomic clock
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Portable atomic clocks have revolutionized applications in GPS (Global Positioning System) and navigation systems, civil and strategic communication [1,2], power grids and radar synchronization, etc. Optical clocks have the potential to surpass their microwave counterparts in performance due to higher Q factor \((\nu_0/\Delta \nu\), where \(\nu_0\) is the central frequency and \(\Delta \nu\) is the linewidth of the transition) which ensures higher stability. This enables higher stability for all-optical atomic clocks. In addition, using an optical clock-based synchronization increases the rate of key transmission in QKD schemes [3].

In our group at IIT Tirupati, we aim to develop an all-optical trapped ion-based portable atomic clock using a trapped ion \(^{40}\text{Ca}^+\) (calcium) ion. In \(^{40}\text{Ca}^+\) ion the clock transition at 729 nm, which is between \(3^2\text{D}_{5/2}\) and \(5^2\text{S}_{1/2}\) levels (Fig. 1) with a natural linewidth of 130 mHz. One of the major advantages of using \(^{40}\text{Ca}^+\) ion is that all the relevant transitions are accessible with the commercially available laser diodes. To drive the clock transition in a coherent manner, the clock laser at 729 nm needs to have a sub-Hz linewidth which can be achieved using PDH (Pound-Drever-Hall) technique [4] laser frequency stabilization over a narrow cavity resonance. In this poster, we are going to present simulations on cavity design and mounting points which involve active vibration isolation, thermal isolation, and acoustic isolation. We shall also present our ongoing simulations using SIMION for efficient trapping of a single ion to determine ion trap parameters and identify the trajectory and the power spectrum of ion motion. Finally, we shall discuss the design and operating parameters of an imaging device for the diffraction limited imaging of a single trapped ion.

Arijit Sharma expresses gratitude for financial support from CAMOST and IIT Tirupati. Rishabh Pal acknowledges financial support from IIT Tirupati. Vikrant Yadav is thankful for financial support from CSIR (Government of India) in the form of a Junior Research Fellowship (JRF).

Fig. 1: Energy level diagram of calcium \((^{40}\text{Ca}^+)\) ion
Spontaneous parametric down-conversion (SPDC), a reliable nonclassical photon generation process, is essential to quantum information science and technology [1]. Band-pass filters have historically been used to achieve spectral purity, an essential quality needed for effective photon-pair creation, resulting in lower count rates. To reduce the requirement for such filtering, this study investigates how to improve SPDC spectral purity using pulsed pump lasers (bandwidth optimization) and refractive as well as structural features of periodically poled crystals through temperature and poling period optimization. Fig. 1 gives the computed results of the joint spectral intensity of the signal and idler photon pairs generated through SPDC in a Type II phase matched periodically poled potassium titanyl phosphate (PPKTP) nonlinear crystal. We also analyse both degenerate and non-degenerate SPDC generated photon pairs in this study. Due to its highly desirable potential to create entangled photon pairs, the former finds particular use in precision metrology using entanglement-based Quantum Key Distribution protocols. Non-degenerate SPDC, on the other hand, is favoured in single-photon metrology and hailed in single-photon QKD protocols because it can predictably herald individual photons at wavelengths compatible with cheaper detectors. Furthermore, in periodically poled nonlinear crystals such as PPKTP or PPLN, the phase-matching process critically depends on careful temperature adjustments, highlighting the significance of managing external conditions to maximize SPDC efficiency [2]. In conclusion, this work comprehensively analyses methods for maximizing the SPDC process's potential, emphasizing quantum purity's crucial contribution to the development of quantum information science and metrology.

Fig. 1: Joint spectral intensity analysis of Type II, PPKTP crystal with crystal length 25mm, and poling period=46.5µm at temperature 25°C respectively for Pump beam bandwidth of 0.5nm (a) and Pump beam bandwidth of 0.1 nm (b)
The Wigner Approach to High-NOON States by Blending Quantum and Classical Light
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Recently, high-NOON states have emerged as a promising resource for quantum technologies, such as precision measurements and sensing. However, preparing and characterizing these states experimentally is a challenging task. Here, we present a comprehensive theoretical approach that describes the preparation of high-NOON states by blending quantum correlated light and classical light [1], using the Wigner representation [2]. We provide the analytical representation of the high NOON states which has been experimentally demonstrated [1]. This study emphasizes the realization of states that facilitate the comprehension approach. In this scheme, the NOON states are prepared with highly entangled states of multiparticles, which have been widely studied especially in quantum information science and quantum metrology [3]. In NOON states, N identical particles are prepared in a superposition of all particles being in one state (e.g., all in the "0" state) and all particles being in another state (e.g., all in the "N" state) [4]. Recent research is focused on the application of the NOON state for enhanced sensitivity in various measurements, such as phase estimation and frequency measurement [5]. The Wigner approach offers a more general framework for understanding the behaviour of high-NOON states and can be used to design novel experimental schemes for their preparation and characterization.
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Quantum communication [1] over long distances requires quantum nodes with strong capabilities for storing and exchanging quantum states [2] without significant decoherence. We endeavor to create such a quantum node by using a four level atomic system in double lambda configuration. The four atomic levels \(|j\rangle\), where \(j=a,b,c,d\), has energies \(\hbar\omega_j\), with \(\hbar\) is the reduced Planck constant and \(\alpha\) frequency. Two strong classical fields with Rabi frequencies \(\Omega_1\) and \(\Omega_2\), drive \(|b\rangle - |d\rangle\) and \(|c\rangle - |d\rangle\) transitions, respectively, as shown in Fig.1. The transitions \(|b\rangle - |a\rangle\) and \(|c\rangle - |a\rangle\) are coupled by two weak quantum fields which are represented by destruction operators \(\hat{a}_1\) and \(\hat{a}_2\), respectively, as shown in Fig. 1.

![Diagram](image1)

**Fig. 1** The input quantum states \(|\alpha_1\rangle\) and \(|\alpha_2\rangle\) can be sent either to detector D₁ or D₂ by controlling \(\Omega_1/\Omega_2\).

The \(|\alpha_1\rangle\) and \(|\alpha_2\rangle\) are the eigenstates of \(\hat{a}_1\) and \(\hat{a}_2\), respectively.

By varying \(\Omega_1/\Omega_2\) value, we achieved controlled quantum state swap between the output fields \(\hat{a}_1(L)\) and \(\hat{a}_2(L)\). The Doppler broadening effect study showed that this quantum node can achieve near-perfect quantum state swap up to a temperature of 30 K. Additionally, the efficiency of quantum state swap and the controlled preparation of superposition of initial states at room temperature are studied.

![Graph](image2)

**Fig 2** The red and blue lines represent the probability of finding the state \(|\alpha_1\rangle\) and \(|\alpha_2\rangle\), respectively, at detector D₁.

![Graph](image3)

**Fig 3** The red and blue lines represent the probability of finding the states \(|\alpha_2\rangle\) and \(|\alpha_1\rangle\), respectively, at detector D₂.
Cavity quantum optomechanics studies quantum phenomena involving the interaction of optical and mechanical modes within a cavity. Such a system typically consists of one fixed mirror and another movable mirror. The radiation pressure force exerted by photons circulating inside the optomechanical cavity alters the mean position of the mechanical. The circulating photons mediate coupling between the optical mode and mechanical degrees of freedom. Optical bistability is a nonlinear phenomenon characterized by mean photon number and has been studied in various optomechanical systems [1] and under the effect of various types of interactions [2]. Optical bistability has potential applications in optical switches [3], all-optical devices, and logic gates [4].

This work theoretically investigates the optomechanical interaction between an optical field and a mechanical mode mediated by a Kerr nonlinear medium inside an optical cavity and simultaneously driven by an external amplitude-modulated pump field and a probe field. We show that switching between bistability and multistability is influenced by the rocking parameter and Kerr nonlinearity and is essential in tuning the system’s bistable to multistable behavior.

Figure 1: The schematic of the proposed hybrid optomechanical system with a Kerr nonlinear medium inside the optical cavity. The optomechanical cavity is driven by an amplitude-modulated light field.

\[
H = \hbar \Delta a^\dagger a + \frac{\hbar \omega_m}{2} (p^2 + x^2) + \hbar \eta a^\dagger a x^2 - \hbar g x a^\dagger a + \hbar [E_0 + \varepsilon \cos(\Omega t)](a^\dagger - a)
\]
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Solid state single photon emitters are emerging as the building blocks of quantum photonic applications, computation, and information processing due to its robustness and scalability. Hexagonal boron nitride (h-BN) is a prime candidate which can host bright, stable and deterministic single photon emitters and optically addressable spins deep within its wide bandgap [1]. Here, we discuss the creation and detection of single photon emitters in h-BN flakes at room temperature. The h-BN flakes are mechanically exfoliated using standard scotch tape method on to a silicon substrate. They are subsequently irradiated with electron beam to create optically active defects. The flakes are imaged using a home-built confocal microscopy setup to identify the emitters. After locating the emitters, its emission properties are studied by measuring the photoluminescence (PL) spectra. Fig. 1a shows the confocal image with a region marked P1 from which the PL spectra is measured as given in Fig. 1b.

The PL spectra show sharp emission peaks at 578 nm and 706 nm, which are known as the zero phonon line emissions. The emission peak at 578 is accompanied with phonon induced sideband emissions. Nevertheless, the emission peak exhibit very high Debye-Wall factor with more coherent emission at 578 nm. The second order autocorrelation measurements confirm the single photon emission from P1 point with stable emission counts. A comprehensive study on the multispectral defects is conducted to find out their emission dynamics. Such stable and narrow coherent emission is required for quantum technology applications.
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Quantum-Enhanced Nonlinear Sagnac Interferometer
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Abstract: Optical gyroscopes are well known for their efficiency to measure the angular velocity. However, the shot noise limit of the lasers limits the precision with which the angular velocity is measured. Quantum resources promise to beat the shot noise limit and allow us to reach the ultimate precision limits. We have theoretically analyzed a Nonlinear Sagnac Interferometer (NSI), which uses entangled photons produced in a four-wave mixing process to obtain quantum-enhanced sensitivity. We found that the angular velocity sensitivity of a hybrid nonlinear-linear gyroscope can be improved significantly over the conventional Sagnac interferometer.

Methodology: An optical gyroscope works on the principle of the Sagnac effect. With classical sources such as laser, the sensitivity of the phase measurement is limited by the shot noise limit. This sensitivity could be improved by replacing the beam splitter of a traditional Sagnac interferometer with a nonlinear optical component [1]. We designed an NSI using SU(1,1) geometry, in which a four-wave mixer replaces the beam splitter. Since the fields generated in a four-wave mixing process are quantum entangled, such interferometers possess certain unique properties [2]. As a result, they can have quantum-enhanced precision in phase sensing. However, merely replacing a beam splitter with a four-wave mixer does not make the NSI achieve desirable sensitivity. This is because the phases gained by each of the arms of the Sagnac interferometer appear as phase-sum in the output intensity expression of the NSI. Since these phases are equal and opposite in the case of a gyroscope, the phase sum will erase the essential phase information. In order to rectify this issue, we included a linear loop within this gyroscope so that the phase terms appear as phase differences in the intensity expression. Using this design, we calculated the angular velocity sensitivity and showed that it beats the shot noise limit.
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Experimental Generation of Bright Two-Mode Squeezed Light and Probing its Spatial Quantum Correlation Dynamics
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Squeezed states of light have gained a lot of attention given that they exhibit noise levels below the standard quantum limit (SQL), the minimum noise limit in classical physics. This property makes it an important resource in numerous applications like quantum-enhanced sensing and quantum imaging, quantum communication, and quantum information processing.

In this work, we generate bright two-mode squeezed states of light using a non-degenerate four-wave mixing process in a double-lambda configuration in hot $^{85}$Rb vapor. We use a strong ($\approx 600$ mW) pump beam near the D1 line of Rb (795 nm), having a waist of 550 μm at the center of the cell. A weak probe ($\approx 100$ μW) beam which is shifted $\approx 3$ GHz to the red of the pump, is obtained from a small portion of the pump using an acousto-optic modulator. The orthogonally polarized pump and probe beams are then made to intersect at an angle of 0.4° at the center of the Rb vapor cell, which is held at a temperature of 125°C. In this process, two photons from a single pump beam are converted into a pair of photons-probe and conjugate.

In the present experiment, we measured a quantum noise reduction in the intensity difference of 4 dB, corresponding to a 60% noise reduction from the SQL. Fig. 1(b) shows the squeezing measured with respect to SQL at a noise analysis frequency of 500KHz.

We also investigate the distribution of spatial correlations between the entangled twin beams generated using a structured pump and seed probe profile and study their dynamics.

---

**Fig. 1** (a) Images of generated twin beams, and (b) noise reduction vs time at noise analysis frequency of 500KHz.
Quantum advantage in optical ranging
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Quantum optics has evolved into an indispensable tool to enable future quantum technologies. One of the basic applications of optics is to measure the distance of an object of interest. For very small distance measurements, optical interferometry [1,2] is one of the advanced technologies today. For eg: LIGO (Laser interferometer gravitational wave observatory) uses a giant Michelson interferometer to measure small displacements in suspended test masses to detect gravitational waves. On the other hand, Lidar (Laser imaging detection and ranging) is most useful for measuring laser distances. We explore the quantum advantage in both interferometers and lidar by introducing entangled laser [3] fields. Using entangled light, we propose a novel optomechanical interferometer design which has better sensitivity than a squeezed light interferometer [4]. Similarly, using entanglement in conjunction with quantum cross-correlated homodyne measurement, we describe a novel quantum lidar design which not only outperforms the classical lidar but also can negate the stealth properties of the target. The quantum lidar design can also be applied for imaging low-reflective objects immersed in noisy environment.
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QOT146  Hybrid Quantum Engineering with photon-magnon coupling at room temperature for next generation quantum information devices.
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Photon-magnon coupled (PMC) hybrid systems hold great promise for applications in quantum processing technologies. Specially, controlling the interactions, including various types of anti-crossings, between photon (P) and magnon (M) modes is crucial for the development of information processing devices with desired tunability and scalability. Multimode PM coupling with switching features from level repulsion (LR) to level attractions (LA) is theoretically proposed and demonstrated through numerical simulations for two different hybrid systems i.e., two photon-one magnon mode (2-1 PM) and three photon-one magnon modes (3-1 PM). Although, individual photon modes display dissipative couplings with the magnon mode, when designed as 2-1 PMC system, one photon undergoes a transition to coherent coupling, while the other maintains its dissipative coupling with magnon. On the other hand, in the case of a 3-1 PMC system, their combination results in a shift to coherent coupling for one photon, a transition from dissipative to coherent coupling for the second photon while the third photon retains its dissipative coupling with magnon mode. The numerically calculated LR and LA due to coherent and dissipative coupling in these two PMC systems are presented in Fig. (c-e). Characteristic features of these multi-mode interactions (Fig. g-h) are analysed with the help of our own developed quantum mechanical model just by controlling some parameters at room temperature.
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Identifying topological charge of discrete optical vortices
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Optical vortices (OVs) have widespread applications in optical communications, tweezing, high-resolution imaging and microscopy, etc [1]. The phase of OVs is represented by \( \exp(i\phi) \), leading to an orbital angular momentum of \( lh \) per photon, where \( l \) is called the topological charge (TC). Examples like Laguerre-Gaussian beams and Bessel beams are considered as continuous OVs due to their continuous intensity and phase distributions over the contour. However, these OVs are limited in high-power applications because they originate from a single laser source. Therefore, an alternative approach using phase-locking of lasers/coherent beam combining is proposed. This involves arranging a finite number of lasers (N) in a 1D ring array, where the intensity at the centre is zero, and the phase circulates from one laser to the next, either clockwise or counterclockwise direction. Such beams are known as discrete optical vortices (DOVs) [2]. Most of the applications of OVs are linked to the TC, hence its precise measurement is crucial. Additionally, discrete systems exhibit distinct behaviour from continuous systems, therefore, methods for determining TC in continuous OVs may not be applicable to DOVs. Hence, we present a novel interference-based approach to accurately determine the magnitude and sign of unknown TC of DOV. The interference pattern of a DOV is obtained when one selected reference laser interferes with itself and with all the lasers in the DOV (Figs. 1(a)-1(c)). Different phase distributions of \( l=0 \) and \( l\neq0 \) result in shifted fringes in the interference pattern. Therefore, on averaging the interference pattern of \( l=0 \) with unknown \( l\neq0 \), a variation in fringe visibility (V) as a function of laser index (j) is observed, and the number of dips in the fringe visibility curve is found to be proportional to the magnitude of TC of unknown DOV, as shown in Figs. 1(d)-1(g). To determine the sign of TC, we average its interference pattern with that of \( l=1 \), where a positive TC reduces the number of dips by 1, and a negative TC increases it by 1. Moreover, we also found that the presence of phase disorder does not influence an accurate determination of TC, and the method works well over a broad range of TCs of DOV for different system sizes N [2].

![Figure 1 Experimental results for determining TC of DOV of system size N = 15 and l=1-3](image-url)
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Spin-orbit interaction (SOI) of light is revolutionising the understanding of light and light-matter interaction, providing a deeper understanding, enriching the fundamental and applied aspects [1]. In optical systems maintaining symmetry the SOI leads to spin-to-orbital (SO) angular momentum (AM) and orbital-to-spin (OS) AM conversions, conserving the total AM. On the other hand, symmetry breaking leads to the appearance of the spin-Hall (SH), orbital-Hall (OH) effects of light [2]. Almost all fundamental optical processes including the reflection, refraction, interference, diffraction, and scattering involving inhomogeneous and anisotropic interactions have been shown to provide a deeper understanding of the SOI of light. Most of these processes involve investigation of the SOI effects in the real and momentum space of monochromatic source of light.

Here we present results due to SOI arising due to quasi-monochromaticity of light interacting with a generic elliptically birefringent anisotropic medium. Polarization filtering the output beam in a state orthogonal to the input beam (Fig. 1 (a)) leads us to the observation of periodically arranged phase singularity and phase saddle as a function of crystal rotation angle and wavelength (Fig. 1 (b)). In addition, the interaction leads to anomalous phase delay (Fig. 1 (c)) and group delay characteristics around the phase singularity, leading to phase flip and enhanced group delay as one comes close to and crosses the singularity. Weak measurement method in the polarization-frequency domain is used to quantify the phase and group delay characteristics arising due to the interaction. Details of the results and the emergence of SOI due to the interaction will be detailed in the presentation.

Fig. 1. (a) Schematic of the setup, (b) Phase map and (c) phase delay plot.
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**Vortices in correlation function**
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Singular optics traditionally centers on the examination of fully coherent, monochromatic optical fields. These fields exhibit regions of zero amplitude and undefined phase characteristics, commonly referred to as optical vortices [1]. For a while now, singular optics has expanded into correlation functions, introducing ‘coherence vortices’ for phase singularities of complex coherence functions. Experiments were performed to verify the presence of these singularities as ringlike dislocations in the complex coherence function [2] and in the phase structure [3]. Here, we present a new method for the creation of vortices in the complex coherence function of the partially coherent beam using the polarization basis of the light.

In the space-frequency domain, the spatial coherence properties of the field at any cross-sectional plane \( z \), at a pair of transverse points \( r_1 \) and \( r_2 \) are defined by the complex spatial coherence function, expressed as

\[
W(r_1, r_2) = \langle E_x(r_1, \omega)E_y(r_2, \omega) \rangle^*,
\]

where \( E_p(r, \omega) (p \equiv (x, y)) \) is a realization of the orthogonal field components at a point \( r \) and \( \omega \) is the frequency of the source. The asterisk and angular bracket denote the complex conjugate and ensemble average, respectively. Fig. 1 shows simulation results of the generation of vortices in the two-point correlation function of the orthogonal polarization components with topological charges 2 and 3. Such singularities and helical phase structures can be inserted in the correlation of the orthogonal polarization components using a suitable phase mask in one of the orthogonal basis of the light.

![Fig. 1 Amplitude and phase distribution of the complex spatial coherence function (a) and (b) for topological charge \( l=2 \) and (c) and (d) for topological charge \( l=3 \), respectively.](image)
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Detection of vortex beam with high topological charge
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Light beams possessing orbital angular momentum (OAM) referred to as vortex beams (VBs). These beams exhibit a helical wavefront, which can be described by an exponential factor represented as \( \exp(i\ell \phi) \), carries a well-defined OAM of \( \pm \ell \hbar \) per photon, where \( \ell \) is the topological charge (TC) and \( \phi \) indicates azimuthal angle [1]. The beam possessing OAM holds great potential for practical applications such as microparticle manipulation, free-space optical communication, etc. Detection of topological charge of the vortex beam is desired in various applications and several interferometric and non-interferometric techniques have been developed [2]. However, experimental detection of vortex beam with high TC is yet a challenging problem.

In this work, we present a new experimental method for the detection of topological charge of the vortex with large TC and its phase structure. This is realized by using the superimposition of the orthogonal basis of the beam, one with vortex and other without it. The topological charge of the vortices is determined by counting the number of petals.

![Fig. 1. Experimental results: (a) petals representing TC (b) intensity pattern of the vortex and (c) its phase with TC \( \ell=10 \).](image)

In conclusion, we have presented experimental tests on the detection of the topological charge of the vortex beam.

Acknowledgment: Amit Yadav acknowledges the University Grant Commission, India for financial support as Senior Research Fellowship.
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Structured optical fields containing singularity are being studied in the past few years, and a tremendous increase in research activities involving phase singularities and polarization singularities have been observed [1]. The polarization singularities are also known as spin-orbit beam. We introduced for the first time, a novel method to perform isotropic as well as anisotropic edge detection using these beams.

In image processing, edge enhancement is one of the most significant tools for analysis, and pattern recognition. Edge enhancement can be achieved using various digital gradient algorithms [2]. An optical Fourier processing system can also be implemented to achieve edge enhancement using different filters such as amplitude and phase filters [3]. The requirement of various types of edge detections leads to development of isotropic and anisotropic edge enhancement. Directional edge detection (anisotropic) can be achieved by 1D Hilbert transform filters and isotropic edge detection by radial Hilbert transform [4,5]. The 1D Hilbert transform and radial Hilbert transform can be obtained using Heaviside step phase filter and spiral phase filter, respectively. Apart from amplitude and phase filters, the polarization of the beam can also be used to filter the high frequencies. Isotropic and anisotropic edge enhancement can also be performed using inhomogeneous structured polarizations, viz. spin-orbit beams.

We have used lemon-star polarization dipole to demonstrate the polarization based spatial filtering. The linear polarization states present in lemon star dipole are used to extract different types of edges present in object. Polarizer is used to select the linear polarizations state from the polarization distribution. As a result, a vortex core is employed in the system, whose position depends upon the orientation of polarizer, performing different types of edge enhancement. This polarization based spatial-filtering may find potential application in birefringent samples such as biological cells, photo-elastic materials and so on.
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We discuss the diversity and the resultant classifiability that exists among speckle patterns, which are generated when different configurations of polarization structured light fields as well as scalar fields, propagate through turbulence. Speckle patterns generated theoretically for C-point, V-point and scalar fields, indicated visually perceivable differences among themselves [1]. Specifically, for V-point field, the speckle pattern showed an intertwined noodle like pattern. This kind of speckle pattern was not reported earlier to the best of our knowledge. Presence of wool like soft appearing speckle pattern for C-point beam was also observed. The theoretical results were then verified experimentally. The experimental results showed stark resemblance to the theoretically generated speckle patterns.

Intensity statistics analysis of the three speckle groups did not reveal any significant classification among them, despite significant visually divergent morphology. The speckle patterns were analysed using the Gray Level Co-occurrence Matrix (GLCM) features [2], which is a texture classification methodology, employing the analysis of spatial and directional co-occurrence of repeatable pixel values thereby allowing the analysis of textures and patterns. A total of 23 GLCM parameters were evaluated for all the three groups of speckles. The GLCM statistical data was then used to construct a classification basis by employing the Principal Component Analysis (PCA) methodology.

The deployed methodology classified the speckle patterns accurately, thereby indicating that the speckle patterns are not completely random, indeed diverse among themselves and are accurately classifiable. The classifiability is also an indication that the speckle patterns preserve some characteristics of the original optical field, along with the strength of random turbulence, which led to its creation.
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Brewster differential microscopy based upon simple reflection from glass interface is a powerful technique...
to perform edge enhanced imaging [1]. Here we propose a Brewster experimental technique to modulate the degree of non-separability [2,3] by reflecting a classical non-separable beam CNSB [2,3,4] from a prism (N-BK7). The degree of non-separability of the beam can be estimated by measuring the degree of polarization (DOP), and linear entropy (S_L) [3,4]. The DOP can be calculated from Stokes polarimetry. Experimentally we have generated a CNSB by using a horizontally polarized Gaussian beam coming from a He-Ne laser of wavelength 632 nm. This beam is collimated using two lenses and the polarization state is varied using a half-waveplate (HWP). Then the linearly polarized beam from HWP is made to incident on a spatial light modulator (SLM) which converts only the horizontally polarized beam to a vortex beam of order 2 and the vertically polarized beam remains unaffected. This forms a CNSB whose non-separability can be modulated by changing the fast axis of the input HWP. This CNSB is made to fall on a prism refractive surface and the prism is rotated from 20° – 80° for each input HWP angle varied from 10°-35° and the Stokes parameters are measured in each case. Then DOP is calculated using Stokes parameters and S_L is estimated in each case. It is found that the plot of S_L with respect to HWP angle is shifting for different reflected angles from the prism as shown in Fig. 1. The reason behind this shift is due to change in reflection coefficient for H and V polarized light with respect to prism rotation angle (θ). The detailed experimental results and analysis will be presented during the conference.

Fig. 1: Variation of (a) DOP and (b) S_L with respect to HWP for a different prism rotation angle (θ).
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Spin-orbit interaction (SOI) of light is an emerging idea to understand the characteristics of light under different physical conditions and upon its interaction with materials. A propagating beam of light carries spin angular momentum (SAM) and orbital angular momentum (OAM), respectively associated with its polarization and phase structure. These AM aspects of a light beam, upon interacting with each other during propagation or upon interacting with material leads to the SOI and related effects. The interplay
between the polarization and trajectory of a light beam, due to the SOI, can lead to the transverse variation of spin (and vice versa), which is known as the spin Hall effect (SHE) of light. The SOIs are thus inherent in many basic optical processes including reflection, refraction, propagation, focusing, and imaging and have attracted wide attention in recent years, playing an important role in almost all emerging areas of optical physics.

In this work, we simulated the focusing of an optical beam-field using Python programming to (re) understand the emerging characteristics of the beam in the SOI context. We focused a linearly / circularly polarized Gaussian beam using a high-numerical aperture (NA) lens and analysed the emerging beam-field characteristics in the focal region of the lens. Notable observations include emergence of spin component in the focal region, and transverse-longitudinal spin variations in the focal region. The new features are quantified via Stokes parameter calculations, and we could notice complex and asymmetric spin separation behaviour, showing opposite spins in the four quadrants of the transverse plane and along the propagation direction. These complicated and non-trivial observations suggest very involved and intricate behaviour of optical fields in the focal region in 3D. This additional degree of freedom along the direction of propagation could be highly valuable in various areas like near-field optics, optical patterning, and optical manipulation.
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Optical image encryption using Hermite-Gaussian Beam Speckles

Harsh Vardhan\textsuperscript{1*}, Ravi Kumar\textsuperscript{1}, Salla GangiReddy\textsuperscript{1}

\textsuperscript{1Department of Physics, SRM University - AP, Andhra Pradesh - 522502, India}

\textsuperscript{*Corresponding author: harshvardhan_r@srmap.edu.in}

Most optical cryptosystems use the spatial distribution of amplitude, phase, and polarisation of light to encrypt a two-dimensional image or piece of information. In this study, we propose a new asymmetric cryptosystem using the Hermite-Gaussian beam speckles (HGBS) as security keys. In conventional optical cryptosystems, mostly random phase masks are used as security keys, which are found to be vulnerable to various attacks such as KPA, CPA, COA, etc [1, 2]. The HGBS are generated optically in the current study by scattering of a HG beam of different transverse modes HG\textsubscript{m,n} where (m and n are the horizontal and vertical modes) through GGP. The mode parameter serves as additional keys in the proposed cryptosystem. The original image is first phase encoded and modulated with an HGBS phase mask to obtain the complex image which is Fresnel propagated with distance \(z_1\). Afterwards, the phase truncation operation is performed, and the phase part is reserved as private key and amplitude part is further processed. The discrete wavelet transform is used to process the amplitude part to obtain the encrypted image. The proposed technique is robust against potential attacks such as noise, occlusion attacks, and known plaintext attacks (KPA). The sensitivity of all the security keys along with the HGBS speckles is also tested by calculating correlation coefficient (CC) and mean squared error (MSE). The validity and feasibility of the proposed method are confirmed by the numerical simulations.
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Optical vortex beams with fractional topological charges (TC) have gained interest among the researchers’ community for their unique intensity and phase distributions. All potential applications of fractional vortex beam require accurate measurement of orbital angular momentum associated with fractional TC [1]. In this study, we propose a novel technique to measure the fractional TC of a vortex beam using a joint transform correlator (JTC). The JTC is a suitable technique that provides a real-time match between two patterns [2]. The proposed technique offers fast fractional TC measurement since it does not require a complicated architecture. The vortex beam contains a spiral phase front expressed by $\exp(i l \phi)$, where $l$ denotes TC and $\phi$ is the azimuthal angle. Vortex beams with integer TC create fork-shaped interference pattern of equal number of dark petals after interfering with a tilted Gaussian beam, as shown in Figure 1(a) for TC = 5 [3,4]. Figure 1(b) shows the interference pattern corresponding to fractional TC, $l = 5.5$, where the symmetry of those integer number of petals is broken and there will be a continuous change in intensity as the fractional TC changes due to the creation of a new petal. This change of intensity variation in the interference pattern for TC value 5 to 6 has been shown in Fig. 1(c) in steps of 0.2. These results are segments of $30 \times 100$ pixels of the pattern, as shown in red box in Fig. 1(a). The fractional TC can be determined by comparing the correlation peak heights of the interference pattern segments between fractional and integer TCs. The plot of correlation peak height of interference pattern segments of different fractional TCs with integer TC is illustrated in Fig. 1(d). The red and green lines correspond to the correlation with TC values 6 and 5, respectively.

![Fig. 1 Interference pattern of a tilted Gaussian beam with a vortex beam of TC = (a) 5 & (b) 5.5, (c) Segment of interference patterns corresponding to different TC values, (d) Plot of correlation peak height respect to TCs.](image)

The authors acknowledge the funding from the SERB, Govt. of India, grant No. CRG/2021/001763. Mr. A. Shikder acknowledges the Prime Minister Research Fellowship, Govt. of India, ID-2701807.
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Dynamic laser speckle imaging is an efficient optical method used widely to explore the dynamics of turbid media of biological, medical or industrial importance. It is a non-destructive method which is also cost-effective in nature. The temporal as well as spatial resolution of the imaging techniques are also very high. Image processing algorithms such as Time History of Speckle Patterns (THSP) and Co-Occurrence Matrices (COM) are widely employed to extract information from the speckle images captured via this technique. These algorithms provide the activity map but do not provide the numerical results. Also, these algorithms can extract only the information regarding certain regions of the images rather than providing the complete information of the images. Hence in this paper, we employed a powerful statistical method, Fujii algorithm, for determining the intermittent dynamics of drying dispersion of white paint. The complete information of the speckle image sequence can be obtained through the Fujii algorithm. The work also discusses some numerical results associated with Fujii algorithm for the first time. Quantitative method of Inertia Moment is also utilized to confirm the results.
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Interpretations of Stokes polarimetry in the spin-1 context: a tensor description of light
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We explore polarisation beyond the familiar pseudo-spin-1/2 context. We analyse Stokes polarimetry, and transformations produced by common optical elements, in the context of a spin-1 system where higher-order tensor components play a role. We discuss the different internal and external degrees of freedom, and their coupling, in an optical lemon field in this context.

For a complex paraxial field \( \mathbf{E} = (E_+, E_0, E_-) \), the coherence matrix \( \Phi_2(\mathbf{E}) = \langle \mathbf{E}^\dagger \mathbf{E} \rangle \) can be resolved into components proportional to the identity \( \mathbb{I}_2 \) and the Pauli spin operators, with the Stokes parameters as the coefficients of expansion [1]. The state of polarisation is thus completely described by scalar and vector (rank-1) quantities. Beyond the pseudo-spin-1/2 description however, higher spin moments must be considered: spin-1 systems are described by both spin and nematic operators which are quadratic forms of the spin operators [2]. We examine polarisation in the spin-1 context, demonstrating the rank-1 and rank-2 tensor character of circular and linear polarisation, respectively, with a simple experimental measurement of the Stokes parameters with a rotating quarter wave plate (Fig. 1) [3]. We discuss descriptions of familiar optical elements such as quarter and half wave plates in this expanded operator basis, and identify forms of coupling between spin tensor moments, and orbital angular momentum in the Stokes polarimetry of an optical lemon field.

∗We thank Prof. Nirmal K. Viswanathan, University of Hyderabad, for helpful discussions.

Fig.1: Stokes polarimetry with a rotating quarter wave plate.
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The azimuthal index or topological charge of the accessible optical vortices is denoted by m and they have an orbital angular momentum of m ħ per photon. In a coherent system with a clearly defined phase, the vortices have been examined. However, a fascinating area of research in singular optics has emerged for imperfectly coherent systems, where the phase is not clearly defined. A partially coherent beam, or "coherence vortex," can also exhibit optical vortices in the correlation function. Additionally, a well-known indicator of an optical vortex is a ring-shaped intensity distribution. With coherent beams, this shape can be seen clearly, but not with partially coherent beams. Furthermore, when a coherence vortex is present, the ring shape can be seen by performing an intensity correlation between beams that are only partially coherent. In this investigation, a partially coherent beam was employed with a coherence function. In an effort to produce higher order coherence vortices, we explore the analytical and experimental studies on coherence vortices, which can be realized through intensity correlation functions. The following four conclusions are drawn from our studies:

1. One can generate a very high order vortex of charge $\pm (|l_2| + |l_1|)$ by cross correlating two scattered vortex fields whose topological charges are $|l_2|, |l_1|$ but with opposite signs.

2. When $|l_2| = |l_1| = |l|$ our results are finding the cross correlation between a scattered vortex Sand its anti-vortex and we will be able to produce a vortex of order $\pm 2|l|$.

3. If one plots the radius of the dark core as a function of z for a few values of z and uses the formula $\Delta r = 2z (\sqrt{|l_2|^2 + |l_1|^2}/\omega_0k)$ then one can immediately find the value of topological charge from the slope. This may be another way of measuring the topological charge of a higher order vortex.

4. When $|l_1|$ and $|l_2|$ have the same sign, then also the cross correlation is a vortex, of order $\pm (|l_2| - |l_1|)$.
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A Vortex beam is structured light with helical phase and a singularity at its center, described by $\exp(i l \phi)$, where $l$ is the topological charge and $\phi$ is the azimuthal angle. In this work, we have collinearly combined two consecutive topological charges $l_1=2$ and $l_2=1$, with weighted amplitude as given in eqn. (1),

$$E(r, \phi, z) = \sin \theta (E_1(r, \phi, z)) + \cos \theta (E_2(r, \phi, z))$$  

(1)

Here, $\theta$ is the weight. At $\theta = 0^0$, we have a pure $l_2$ beam. As $\theta$ increases to 22.5$^0$, 45$^0$, 67.5$^0$, the on-axis vortex beam becomes off axis, a novel beam of interest with crescent shaped intensity pattern (Fig 1) [1].
At $\theta = 90^\circ$ it is purely $l_1$. The average OAM depends on the weighted superposition of two topological charges. It is close to TC when phase singularity is close to centre and decreases as $\theta$ increases. This manipulation of average OAM has application in particle manipulation, optical communication, etc [2]. Further, composite vortex beam rotates during propagation. Here, we use rotation matrix $\begin{bmatrix} \cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha \end{bmatrix}$ to rotate the vortex beam at $z = 0$ by various angles, which is an added degree of freedom for applications. Notably, the phase also rotates with intensity (Fig 2). We plot the intensity correlation between $l_1=2$, $l_2=1$, with $l_2$ as the reference beam. At 78.75, the intensity pattern is very sensitive, the correlation coefficient slowly starts to increase (Fig 3).
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Crystal anisotropy is one of the oldest and most widely investigated optical property of materials and is going through a renaissance of sorts in the context of singular optics [1]. With the use of ultra-thin films for applications and devices and more recently with the emergence of 2D materials with exotic topological characteristics the need to investigate and understand the fundamental dielectric, magnetic and magneto-electric anisotropies of such materials is becoming essential. The ultra- / atomically- thin nature of these materials and their weak anisotropy necessitates the need to develop high-sensitivity measurement methods.

Crystal birefringence is due to the two orthogonal polarized eigen modes propagating at two different speeds along the eigen directions. The resulting phase delay and group delay are polarization dependent, leading to a change in the state of polarization of the output beam as a function of the light beam and material characteristics. Even propagating along the eigen direction of the crystal, small anisotropy variations can lead to spatially varying phase delay between orthogonal elliptically polarized modes, changing the state of polarization across the output beam. To understand the whole picture, we need to study the elliptical birefringence (due to coupled linear-circular birefringence) which introduces additional
We present an experimental method wherein extreme cross-polarization of a beam of polarized light propagating through crystals (like calcite or quartz) is carried out using weak measurement method to extract the coupled material properties. The possibility to separate and investigate orders of magnitude lower contribution of one of the birefringence with respect to the other provides valuable information into the crystal, its quality, and the underlying fundamental aspects [2]. Intrinsically based on the appearance of optical singularities due to light-matter interaction, investigating the crystal behaviour around the singularities offers high-sensitivity advantage to unravel hidden characteristics of the crystals.
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Optical vortices (OVs) have attracted recent advances due to their potential applications in fundamental sciences and applied fields. Owing to their twisted wavefront, OVs carry an additional degree of freedom called orbital angular momentum of $l\hbar$ per photon, where $l$ is the topological charge (TC). For various applications such as microscopy, imaging, drilling, and guiding the microparticles, tightly focused OVs with large depth-of-focus (DOF) are required [1]. DOF of an optical field with respect to a lens is defined as the axial distance for which the optical field remains focused. The DOF is inherently limited for a conventional focusing lens, posing a fundamental challenge for researchers seeking to expand this range. Therefore, methods such as computational enhancement, wavefront coding, axicons, multiple discrete foci lenses, metalenses, and optimized apodizers are proposed to extend the DOF. In most cases, the increase in DOF is small, while these methods are plagued by several drawbacks, including reduced resolution, degraded image quality, noise amplification, polarization sensitivity, and an increase in side lobes [1]. We propose an efficient method to increase the DOF of OVs by several orders of magnitude by using a flat multilevel diffractive lens (MDL) [1]. The MDL consists of multiple rings of different heights, where the height of each ring corresponds to a particular phase value, hence, MDL is polarization insensitive. The ring heights are selected from a gradient-descent-directed binary search algorithm [2]. When an OV of suitable beam size is incident on the MDL, after propagating a certain distance (working distance) it gets focused, and remains focused up to a significant propagation distance (large DOF) (Figs. 1(a) and 1(c)). We have found that with MDL, the DOF of OVs increases with TC (Figs. 1(a) and 1(c)), whereas, without MDL, OVs of the same initial size diverge significantly (Fig. 1(b) and 1(d)). Figures 1(e)-1(f) also indicate that the beam size remains nearly the same when OVs pass through the MDL.
Experimental results for propagation of Ovs with and without MDL for \( l = 1 \)-2.
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Identifying optimal practices in VQE through quantum computation of ground state energies of $H_2$ and $LiH$
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Quantum computation of ground and exited state energies of small molecular Hamiltonians are feasible using Variational Quantum Eigensolver (VQE); which can be implemented in Noisy Intermediate-Scale Quantum (NISQ) devices [1-4]. In order to extend VQE to bigger molecules and periodic systems we require to find best practices within the VQE pipeline. In this work we focus to find out the best classical and fermion to qubit encoder under different circumstances. Usage of such optimizer can converge energy calculation with small number of iterations and time; hence reducing the resource usage as well as paving the way for computing energies for more complex and strongly correlated systems. A suitable choice of fermion to qubit encoder for a given Hamiltonian can lead to reduced circuit depth and reduced Pauli terms in the decomposed Hamiltonian thereby reducing the calculation time. We begin with computing ground state energies of $H_2$ (at 100 different bond lengths) and $LiH$ (at 50 different bond lengths) using VQE implemented via noise free quantum simulator and IBM’s quantum backends. All these energies are also calculated numerically to be used as a reference for comparing quantum computed energies. We have used Unitary Coupled-Cluster Single and Double excitations (UCCSD) variational form as ansatz for both $H_2$ and $LiH$ molecule at all bond lengths [5]. Three separate fermions to qubit encoders (Jordan-Wigner, Parity and Bravyi-Kitaev) has been used to map the ansatz and Hamiltonians for $H_2$ and $LiH$ at each bond lengths. We have chosen seven different classical optimizers (Gradient Descent, Powell, SLSQP, CG, SPSA, COBYLA and TNC) for our study at tolerance levels of $10^{-5}$, $10^{-6}$ and $10^{-7}$ Hartree. In order to determine the best optimizers under different scenarios we benchmark on the basis of average optimization time and optimization steps taken by classical optimizers taken over all bond lengths for each molecule. Calculation has been done in all combination of three different fermion to qubit encoders and seven different classical optimizers each at 3 different tolerance level. The conclusions obtained for noise free simulators can be practiced in future in fault tolerant quantum computers and conclusions obtained via real quantum backends may be practiced in present NISQ devices to solve complex problems with optimal resource usage.
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Fiber Bragg gratings (FBGs) have been extensively used for sensing parameters like refractive index, temperature, and strain; however, in practical environments two or more parameters affect the sensor. Hence, it is important to design sensors which can simultaneously measure two or more parameters. In this respect, few mode FBGs have been developed (see, e.g., [1]). Modelling of such sensors involves computing of reflections for the higher order modes (HOMs) requiring a method for bi-directional propagation of $LP_{lm}$ modes. We have recently developed an efficient method for this propagation which effectively reduces the 3D propagation to 2D thereby reduces the computational effort by order of magnitude [2].

In this paper, we discuss the modelling of a two mode FBG by etching its core diameter from 19.5 $\mu$m to 14.1 $\mu$m [1]. The simultaneous measurement of temperature and refractive index including cross sensitivity between a temperature and refractive index is investigated by measuring the reflection spectra of $LP_{01}$ and $LP_{11}$ modes. Due to higher fraction of power in the surrounding medium, the wavelength shift is more for the $LP_{11}$ mode than that for the $LP_{01}$ mode due to refractive index change while the temperature change produces almost same shift [1,3]. The wavelength shift due index variation and temperature variation is shown in Fig.1 and Fig. 2, respectively. More results and features will be presented at the conference.

The work was supported by a fellowship from CSIR to Ajay Kumar.
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Vortex beams carry orbital angular momentum (OAM) with spiral phase, and can be used to encode data into the laser for communication purposes, which will be useful for enhanced information-carrying capacity with better security. Due to these properties, propagation properties of various vortex beams have been studied, which mainly aim to find the conditions for better optical wireless communication performance in underwater turbulence. The performance of the beam can be improved by increasing the average transmittance of the beam in underwater turbulence. Average transmittance is defined as the ratio of the average received intensity to the intensity at the receiver plane with no turbulence [1]. While considering oceanic propagation, many studies have been done on horizontal propagation. However, the vertical propagation study is at an infant stage, which makes it difficult because of the significant turbulence caused by the gradients in salinity and temperature.

In this study, the impact of anisotropic underwater turbulence on the average optical transmittance of Sine hyperbolic Gaussian vortex beam (ShGvB) along the vertical direction of propagation is considered [2]. The influence of the displacement parameter of the beam and beam waist radius are studied by using the anisotropic spatial power spectrum which considers the influence of the ocean depth, salinity and temperature [3]. The results are compared with that of the Sinh Gaussian beam (ShGB). The average transmittance of ShGvB in underwater turbulence is found to be higher than the ShGB.
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This article presents the investigation of the subluminal to superluminal light propagation within quantized four-level graphene nanostructures. By using density matrix formalism [1, 2], and Liovillie’s equation, properties of electromagnetically induced transparency (EIT) and enhancement of the group index ($n_g$) of the probe pulse in four-level graphene nanostructures is analyzed. It has been observed that group index
can be precisely manipulated by suitable choice of Rabi frequency of the control fields and detuning’s. Furthermore, group velocity of the probe pulse from superluminal to subluminal and vice versa can be tuned by suitable choice of control field and magnetic field. The results of the present investigation will be useful for new applications such as graphene-based nano-electronic devices, all-optical switching, and quantum computing.
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The optical properties of semiconductor nanostructures are dominated by the quasi-particle exciton, a bound electron-hole pair. Studying exciton physics is of enormous interest in the domain of quantum information, quantum optics and photonics, for its characteristics similar to an isolated coherently superposed two level system. Two dimensional coherent spectroscopy (2DCS) is an efficient technique to study the coherent dynamics of systems using ultra-short pulses [1]. The 2DCS simulation has been used to extract the homogeneous and inhomogeneous linewidth simultaneously [2]. The continuous Gaussian-type inhomogeneity has been seen in large ensemble of quantum dots and TMDC monolayers. But in few quantum dots [3] and in presence of localized emitters [4] earlier mentioned process is not applicable as those system does not have a proper Gaussian distribution of oscillators.

Here we report a computational method to simulate 2D spectra with arbitrary inhomogeneity by convolving a two-dimensional distribution function. Randomizing the oscillator strength in the distribution enable us to generate the 2D spectra with discrete inhomogeneity. We also prescribe a procedure to extract information about the discrete inhomogeneity from 2D spectra. This method will be applicable to understand the resonant line shapes of few quantum dots [5], localized emitters in TMD monolayers etc where we find discrete and continuous inhomogeneity together.
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Optical turbulence of atmosphere dictates the performance of Laser beam in many applications like free space laser communication, ground to satellite communication, High energy Laser systems (HEL), etc. Various parameters of atmosphere like temperature, pressure, relative humidity, wind speed and direction, solar flux etc. collectively define the optical turbulence parameter.

Depending upon the strength of the turbulence, the HEL will undergo various effects. For instance, under low turbulence conditions, the beam wandering effect is predominant resulting in larger effective spot diameter and reduced power density and signal at receiver plane. However, under moderate turbulence conditions, wavefront of the laser will also be degraded and beam will be broadened. In deep turbulence conditions, apart from the phase distortions, the intensity fluctuations will also be present.

In many of practical applications, it is not possible to install setup for measurement of optical turbulence and therefore estimation of this parameter using models is important for performance evaluation of laser systems without using additional instrumentation.

For this purpose, 40 years of IMDAA 3-Hourly Pressure Level Dataset [1] has been utilized for estimating optical turbulence strength from 1978 to 2018 using meteorological parameters based on Frederickson and Davidson model [2] up to boundary layer. The details of this database was documented in the reference [1]. However, this data is very huge and will be difficult to utilize in real-time applications. Therefore, most probable optical turbulence parameter was estimated based on Perot analysis (based on histogram and arranging in the descending order). This will represent the optical turbulence at a given location and time. This most probable parameter is estimated in various regimes namely yearly, seasonal, monthly, daily and hourly.

The results for most probable optical turbulence were validated against Scintillometer measurements at Hyderabad continuously during January to April 2023. It was found that trend of optical turbulence has been produced well by the estimated most probable methodology. Moreover, the night time high turbulence which is a peculiar feature during winter season at Hyderabad as seen in scintillometer measurements was also captured in the estimated values. In order to quantify the validation, error analysis was carried out in terms of HEL range. This HEL range was calculated in terms of delivered power density cut off at target using both estimated and measured optical turbulence. More than 80% occurrence of values falls between -20 to 20% error in HEL range and thus provides real time range estimation of HEL system.
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This paper presents a novel four-sector cladding tube hollow core antiresonant fiber designed for terahertz communication application at the operating frequency of 0.5 - 2.8 THz. The Zeonex is selected as the background material for the proposed model. Numerical analysis is performed using COMSOL multiphysics software to investigate the fiber’s performance with various cladding tube thicknesses. This model expresses the low confinement loss of $4.46 \times 10^{-4}$ dBcm$^{-1}$, minimal effective material loss of $4.76 \times 10^{-4}$ dBcm$^{-1}$, and wide low-loss transmission bandwidth of 0.9 THz. Furthermore, it also provides a high power fraction of 99.9% and a broad flat zero dispersion profile.

Proposed design

![Fig. 1. Proposed fiber model](image1)

![Fig. 2 Field distribution (a) X-polarization (b) Y-polarization](image2)

Fig. 1 depicts the proposed model schematic. The dimensions of the fiber are the core diameter $D_c = 3$ mm, sector tube radius $d = 1.5$ mm, and cladding tube thickness $t = 0.10$ mm. Fig. 2 represents the fundamental mode's field distribution and X and Y polarization.
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Effects of cavity-mediated processes on the polarization entanglement of photon pairs emitted from quantum dots
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One of the best sources of entangled photon pairs on demand is semiconductor quantum dots [1-3]. The fine structural splitting of exciton states, however, typically sets a limit on the degree of entanglement. This work theoretically investigates the generation of polarization-entangled photon pairs under two-photon excitation and cavity-assisted two-photon emission, both in the weak and strong cavity coupling regimes. We show and clarify three different ways in which the degree of entanglement is reduced by cavity coupling in conjunction with an excitation pulse. First, cavity coupling introduces an uneven ac-Stark shift of the horizontally and vertically polarized exciton states in strong coupling regime, which results in additional splitting of exciton states. Second, it causes undesirable two-photon states to form by inducing cross-coupling between the exciton states even in the weak coupling domain. The reduction of entanglement is further aided by higher excited states of the cavity modes. As a result, in the context under consideration, cavity coupling, which is typically necessary for the effective collection of emitted photons, weakens entanglement in both the weak and strong coupling regimes.
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Non-Paraxial Beam Propagation Method for Silicon Photonics
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Silicon photonics is based on waveguiding structures which have high index contrast. Therefore, a full vectorial treatment for wave propagation is necessary. Further, the usual paraxial approximation employed for evolutionary wave propagation methods is not valid as it also assumes low index contrast (see, for example, [1]). Thus, we require a non-paraxial full vectorial method for wave propagation. There have been attempts, with varying degrees of success, to move beyond the paraxial iterative approach employing Padé's approximants [2]. For full vectorial propagation, finite difference time domain (FDTD) methods are generally used, although they are computationally intensive, especially for 3-D structures. We had previously developed a wide-angle, non-paraxial scalar propagation method [3]. The method is based on symmetrized splitting of the non-paraxial propagation operator. The same idea has now been incorporated in the full vectorial wave equation. Our method can be used for propagating a certain incident wave, such
as a mode, through a specific structure. In this work, we have discussed our method and its applications to, e.g., propagation through a tapered structure.

We consider the propagation of the fundamental mode of a rectangular silicon waveguide as a numerical example. The waveguide has a width of 500nm, and a height of 220nm, with refractive indices of core and cladding, respectively, are $n_{core}=3.45$ (silicon) and $n_{clad}=1.45$ (glass) and a wavelength of 1550nm. The width tapers down to 300nm over 20 micron length. Some results are given in the figures and more examples will be presented at the conference.

![Intensity profile of fundamental mode for rectangular waveguide.](image1.png)

![Propagation of mode through a taper structure.](image2.png)

Work partially supported by UGC fellowship to P. Choudhary.
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Wide band gap dielectrics like diamond, SiC and hBN are promising for room temperature quantum devices due to the presence of colour centers or defects that can also be spin active. These defects are addressable either individually or collectively. They are used as an on-demand single photon source (SPS) for quantum communications and in spin-based quantum sensing applications. However, a few factors limit the efficiency of these defect-based quantum devices. The large refractive index (~ 2.2 at emission wavelength) results in smaller escape angle of emission and, thus, poorer light collection efficiency. The emission at a chosen frequency is further limited by phonon-assisted broadening of photoluminescence. Our work aims to address both these challenges. We have developed a design algorithm that exploits Mie-resonance [1] and Kerker conditions [2], and designed a metasurface using use Finite-Difference Time
Domain and Rigorous coupled-wave analysis methods for enhanced forward emission at ZPL (637 nm) from diamond nitrogen-vacancy (NV) centers. Accordingly we predict ~ 90% far-field photon collection efficiency and with an angular spread of 20° in the forward direction. The metasurface design is fairly fabrication tolerant. For example, the location of defect/emitter centre can vary by ~50 nm within the medium and still achieve ~60% efficiency. The structural parameters such as height, diameter, and periodicity of the meta-elements can be varied to shift the resonance to 737 nm ZPL corresponding to silicon-vacancy (SiV) center of diamond or to that of defect enters in other materials SiC and hBN. Our dielectric metasurface design approach provides a pathway for the development of efficient SPS for quantum applications.
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The intricate dance of chaos and probability, intertwined with structural geometry, unlocks scientific possibilities, offering novel insights into manipulating energy and generating sparse events. These seldom natural phenomena, including hurricanes and tsunamis, are associated with unpredictable energy dynamics and control driven by complex probabilistic mechanisms. Here we study the numerical estimations demonstrating the frantic photonic structure’s (FPS) ability to generate and harness chaotic high-amplitude seldom waves with specific measurements such as spatial localization and ultrashort durations to enhance energy storage.

Specifically, when one contemplates a cumulative process involving the summation of all possible whimsical waves in FPS, the subwavelength confinement of localized rare seldom wave

\[ \Psi(r, t) \propto J_0(k|r|) \sin \left( \frac{d_{\text{avg}}}{2}t \right) \]

appears from the Bessel wave \( J_0 \), ensuring a prominent energy focal point with minimal side lobes (Fig. 1b). FPS is estimated to store more than three times the energy of their classical counterparts, primarily due to the equipartition of energy among their degrees of freedom. This remarkable FPS model paves the way for applications in energy storage technologies, carrying significant and far-reaching potential across a broad spectrum of fields such as telecommunications, materials science, optical computing, and imaging. It promises enhanced efficiency and compactness in these domains.
Optical microresonators with closed concave boundaries have the ability to trap light strongly inside. Once the trapped light inside the structure is interfered at a specific frequency, it can be retained inside the resonator with minimum loss [1]. But there is an extension of light waves happening to the surrounding medium in the form of an evanescent field [2]. Any disturbances on the evanescent field cause changes in the spectral features of the resonant mode either in the form of mode broadening [3], mode shifting or mode spitting [4]. These changes in the resonant mode are monitored, analysed, and used as a sensing signal. In this study, we used a coupled microcavity system that consists of disks with different refractive indices. Finite difference time domain simulations were employed to measure spectral features of this system. We chose disks with refractive indices 1.49 and 1.59. The radius of the first disk was taken as 1.6\,\mu m and the radius of second disk was adjusted to 1.621\,\mu m to match the individual resonant frequencies at 580 nm (Fig.1a). When a coupled disks is formed frequency splitting has been observed as shown in Fig. 1b.
Next, we performed calculations to determine the spectral separation of whispering gallery modes (WGM) in this unique coupled system. We systematically attached nanoparticles with a diameter of 40nm and refractive index of 1.45 at the bright spots of the WGM pattern on each individual disk. As shown in Fig.1c, it is clear that there is a difference in spectral separation when nanoparticles are placed on disks with high and low refractive indices respectively. Furthermore, we observed that the spectral separation increases as more nanoparticles are added. This characteristic demonstrates the potential of this structure as a refractive index sensor.
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Realization and parametric analysis of All-PM All-Normal Yb-doped ultrafast fiber laser
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Fiber lasers have been a robust alternative to solid state lasers since its inception. Yb-doped fiber based lasers existed from 2010 [1], but it had free space elements which reduced the advantages offered by an all-fiber configuration, which came as late as 2014 [2]. In this work, a Yb-doped fiber laser in an all-normal dispersion regime has been developed by using all-PM fiber components. The resonator was pumped by a 976 nm butterfly laser diode followed by WDM (Lightel-976/1060), gain fiber (Liekki-PM-Yb-6/125), output coupler (Lightel-90/10), Semiconductor Saturable Absorber Mirror (SESAM, BATOP), Chirped Fiber Bragg Gratings (CFBG, Technica). The length of the PM-Yb-doped fiber has kept as 1.5 m. The laser was realized in a linear cavity and the stability of such an oscillator is governed by the parameters of Chirped Fiber Bragg Grating (CFBG) and the modelocker used in it. The modelocker used in this study was a SESAM and observed the output pulses with varying configuration of the same. SESAMs having rise-times of 3, 9, 35, 500 ps, respectively, were used in the setup and compared the results with CFBG having respective bandwidth of 5, 10, 15, 20 nm, centered at 1060 nm wavelength. With the available SESAMs, it is observed that with increase in rise time of the same, the pulses tend to reduce the threshold of multi-pulsing barrier. In conclusion, a stable modelocked Yb-doped fiber laser was developed and did a parametric study with different configurations of SESAM and CFBG. The optimum results were obtained for CFBG having 5 nm bandwidth and SESAM with 35 ps rise time. However, the optical spectrum and the pulse width for the same is yet to be measured.

Fig.1: Modelocked output from Yb-doped All-PM Fiber laser
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Anisotropic Silver nanocrystal (NC) was synthesized by using both a mild stabilizer and mild a reductant, sodium citrate and hydrazine hydrate [1]. The sample have Plasmon peak at 550nm, confirmed by UV-VIS Absorption spectroscopy (the sample is named as Ag-550). Transmission electron microscopy (TEM) confirms the pentagonal nanoplate structure of Ag-550. In previous works optical nonlinear (NL) properties of Ag-550 were studied CW regime, which revealed that Ag-550 only shows reverse saturable absorption (RSA) [2]. In this research work we characterized the NL optical properties of Ag-550 by Z-scan technique in femtosecond regime using both resonant and off-resonant pump wavelength. The phenomenon of reverse saturable absorption was shown to be prevalent in off-resonant excitation, while in resonant excitation, optical transparency was observed to be dominant. The outcomes, i.e., optical transparency and SA–RSA switching, will open ways for a variety of diverse applications such as optical switching, limiting, and bio-imaging.

<table>
<thead>
<tr>
<th>Input Intensity(GW/cm²2)</th>
<th>I_{th}(GW/cm²2)</th>
<th>β_{eff}(cm/GW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>78</td>
<td>0.205</td>
</tr>
<tr>
<td>23</td>
<td>78</td>
<td>0.4</td>
</tr>
<tr>
<td>43</td>
<td>29</td>
<td>0.49</td>
</tr>
</tbody>
</table>
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We present fundamental mechanisms which govern the stability of perovskite solar cells by transient absorption spectroscopy (TAS). Femtosecond pump probe experiments were performed on UV irradiated perovskite solar cells with TiO₂ as electron transport layer (ETL). The enhanced stability was observed with 2D TiO₂. The ultrafast carrier dynamics, such as electron diffusion, electron injection, hole transfer and the electron-hole recombination, which are involved in the UV-induced degradation of TiO₂-based perovskite solar cells have been unveiled by time-resolved pump probe spectroscopy. The vital role of electron-hole recombination was identified for the UV-induced degradation of perovskite/compact TiO₂ heterojunction solar cells. The presence of oxygen vacancy states in compact TiO₂ can act as e-h recombination centers in the perovskite solar cell. The report summarises the potential use of TAS to propose 2D TiO₂ as a promising candidate for ETL in perovskite solar cell devices.

Fig.1(a) Photo-carrier dynamics at ETL/perovskite heterojunction. (b) Averaged amplitudes in percentage from the ΔA from transient absorption kinetics
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The thermal and optical properties of Cerium Phosphate(CePO₄) Nanorods prepared by a simple hydrothermal method is explored in this study. The morphological and optical characteristics were analysed using XRD, TEM, UV-Visible Absorption and Photoluminescence Spectroscopy. The thermal diffusivity of CePO₄ Nanorods dispersed in Ethylene Glycol(EG) at different concentration is measured. A mode-mismatched dual beam thermal technique which is a highly sensitive photothermal method, is employed to measure the thermal of CePO₄-EG nanofluids. The results show that the thermal diffusivity of the nanofluid depends on the concentration of CePO₄ nanorods. It was observed that the thermal diffusivity of the EG base fluid decreases with the addition of CePO₄ nanorods upto an optimum concentration after which it begins to increase. At a concentration of 5mg of CePO₄ nanorods dispersed in 10ml of EG, the thermal diffusivity values almost match the thermal diffusivity of Ethylene Glycol. As the concentration of CePO₄ nanorods is increased to 1mg/ml, the thermal diffusivity value is enhanced to $9.92 \times 10^{-08}$. Hence CePO₄ nanorods can be used to tune the thermal diffusivity of the base fluid.
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Mid-Wave Infrared (MWIR) thermal cameras are mainly used in 3.6 – 4.9 µm region. Optical design of such an infrared imager is carried out based on many input parameters like range, size of system etc. In optical design of a system a mirror is used for folding of beam and make a compact system. A super miniaturize system is designed using six times folding by mirrors. Aluminium and gold mirrors are widely used in infrared imagers. These mirrors provide a wide band and good reflection in the desired MWIR band. The metal mirrors require careful handling during integration of the system to avoid any surface damage, which impact on image formation of the system. In the present work, mirror is designed and deposited using dielectric materials. Entire band of 3.6-4.9 µm is covered for reflection, using a dielectric coating. To design the coating, silicon is selected as high index material and silicon di oxide is selected as low index material. Quarter wave thickness of alternate materials used to form only 7-layer stacks. Then the design is tuned for 45-degree angle of incidence with average polarization. Electron beam gun evaporation system is used to deposit the mirror. Deposition parameters like rate, temperature, partial pressure for both the materials are derived. Initially 3-layer coating is deposited to check the compatibility of materials with each other. After few trials a 7-layer coating is deposited on BK 7 glass. Reflection of the coated substrate is measured using FTIR at 45-degree angle of incidence. With the 7-layer coating 98% reflection is achieved in 3.6 – 4.9 µm waveband as shown in figure 1. This coating is also subjected to environmental test as per MIL-C-48497 and passes the parameters of stability.

![Figure 1. Reflection vs wavelength of mirror](image)

References

High efficiency anti-reflection coating for dispersive silicon solar cells
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Silicon is the basic material used for mass production of solar cell devices. Solar cell converts light energy directly into electrical energy through photo-voltaic effect. It is rapidly growing and increasingly important renewable alternative to conventional fossil fuel electricity generation. Among all photovoltaic materials, silicon is most basic and abundant material in micro and nano-electronics and photovoltaic industry. In this work, we have developed a high efficiency anti-reflection coating for crystalline silicon solar cells. Broadband multilayer anti-reflection coating using oxides and fluoride materials have been designed and developed on p-type c-silicon substrate. A comprehensive study of designing this coating is based on optical interference transfer–matrix theory for minimizing overall reflectance. Overall physical thickness of the coating is measured with stylus profiler technique and found to be as per the designed thickness of coating. The coating has passed environmental test as per MIL-C-48497. Ta2O5 and SiO2 are most preferred dielectrics for visible, NIR and SWIR regions AR applications due to negligible absorption, high internal transmission and non-dispersive optical properties. These materials are stable coating materials when applied to substrates like glass and silicon. The developed coating has been characterized using Perkin Elmer spectrophotometer with universal reflectance accessory and the reflection characteristics are shown in Fig. 1. The average reflection value achieved is as low as ~5% in 400-1100nm spectral region. The low value of reflectance suggests that multilayer design proposed in this study can be employed for standard ARC solution.

Figure 1: Spectral reflectance curve of uncoated and anti-reflection coated silicon
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In this work, we report the incorporation of chromium ions (Cr$^{3+}$) in the Al$_2$O$_3$ lattice and detailed analysis of the photoluminescence spectra. Nanostructured Cr: Al$_2$O$_3$ with different dopant concentrations (0 to 1.5 mol%) are prepared by an energy efficient solution combustion method. X-ray Diffraction (XRD) confirms the formation of hexagonal α-Al$_2$O$_3$ of space group R-3c (167). The average crystallite sizes of the samples fall in the range of 30-40 nm. The incorporation of Cr$^{3+}$ ions in the Al$_2$O$_3$ host lattice is indicated by the slight changes in lattice parameters on doping.

The presence of two main absorption bands centred around 396 nm and 558 nm are confirmed from the Ultraviolet-Visible Diffuse Reflectance Spectra (UV-Vis DRS) which corresponds to two spin allowed transitions of Cr$^{3+}$ ions [1]. The slight change in the onset of these optical absorption bands with increase in the concentrations of Cr$^{3+}$ ions is analyzed from the Kubelka- Munk plot.

Photoluminescence (PL) spectra shows the formation of an intense narrow emission band centred at 694 nm due to spin forbidden transition $^2$E→$^4$A$_2$ of Cr$^{3+}$ ions [1]. The excitation spectra show two broad bands centred around 397 nm and 533 nm. From the PL spectra of samples containing different concentrations of Cr$^{3+}$ ions, optimum concentration is found to be 0.5 mol%. Photoluminescence quantum yield of this sample is found to be 7.22 %. Temperature dependent variation of the PL spectra in the range of 300 K to 500 K is done. The thermal quenching temperature is found to be at 373 K with an activation energy of 0.42 eV. This value is higher than that previously reported for Cr doped Al$_2$O$_3$ samples synthesized through co-precipitation method indicating better thermal stability of the present samples [2]. Good quantum yield and high thermal activation energy indicate the potential of this sample to be employed as a deep red phosphor for LED applications.
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Cytotoxicity is the resultant of toxic actions of various drugs on living cells. Evaluation of cytotoxicity helps in determining potential toxic chemicals for pharmaceutical safety. Drug-induced toxicity causes structural alterations such as nuclear shrinkage, loss of cell membranes, and cellular leakage. Methods to determine cytotoxicity include imaging-based assay techniques. Fluorescence imaging provides a detailed investigation of the cellular structures and captures the biomarkers of cytotoxicity such as morphology and texture changes without disrupting their native state. Recent literature utilized fluorescence cell nuclei images for toxicity evaluation in drug screening by employing deep learning techniques. In this study, a deep learning-based multi-class classification of cell nuclei images for cytotoxicity analysis is performed using a customized Convolutional neural network (CNN) and pre-trained Alexnet. For this, fluorescence microscopic cell nuclei images of HLI cardiac mouse cells with DAPI staining are obtained from a public dataset. 84 Drug-untreated and 252 drug-treated cell nuclei images of cyclophosphamide at each concentration namely, 1.25, 5, and 10 µM are considered. The results of Alexnet show higher performance metrics as compared to CNN for all the epochs and learning rates. The maximum difference in accuracy between deep networks is found to be 20.59%. This work appears to be clinically useful for the drug development processes.
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Asymmetric Color Image Cryptosystem based on Chaotic Henon Iris Masks (CHIM) with Various Domains
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Traditional random phase masks have a dynamic role in double random phase encoding. Since symmetric cryptosystems are susceptible to numerous attacks, asymmetric cryptosystems have been proposed; in these cryptosystems, chaotic henon map iris masks (CHIM) are built in lieu of conventional phase masks. There are different transform domains where the encryption and decryption processes are carried out. The asymmetric cryptosystem, IRIS, and chaotic henon map are the foundations of the proposed system's security. An iris image is shared by the source and destination. Therefore, it is appropriate that the organization and broadcaster share the secret keys in the suggested system. Furthermore, Iris keys have a strong correlation with both the origin and the destination. Various transforms such as Fresnel, Fractional Fourier and Gyraotor transforms are considered for this asymmetric cryptosystem. Numerical simulations and analyses, including noise, occlusion, correlation coefficient, and sensitivity analyses, have been carried out to verify the resilience of the suggested asymmetric cryptosystem.

![Figure 1: Construction of Chaotic Henon Iris Masks (CHIM)](image-url)
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Nowadays, Eu$^{3+}$ doped calcium magnesium silicate (CMS:Eu$^{3+}$) phosphor gains attention due to its wide range of applications in solid state display devices such as white light emitting diodes (w-LED) and biological applications. The present article focuses on the modification of morphology and crystal structure of CMS:Eu$^{3+}$ phosphor prepared at three different stoichiometric ratios via solid state reaction methods at two different annealing temperatures and times. The morphology and crystal structure of the host lattice are also analyzed to identify the nature of the host lattice and the effect of Eu$^{3+}$ dopant addition into the host lattice sites. The annealing temperature and duration of annealing of both undoped and Eu$^{3+}$ doped samples were varied from 800°C for 5 hours to 1000°C for 8 hours. The chosen stoichiometric ratio were 2:1:2, 3:1:2 and 1:1:1 for the optimization of akermanite(Ca$_2$MgSi$_2$O$_7$), merwinite (Ca$_3$MgSi$_2$O$_8$) and monticellite (CaMgSiO$_4$) phases of CMS and CMS:Eu$^{3+}$ separately. The crystal structure, morphology and photoluminescence emission were analyzed by X-ray diffraction (XRD) analysis, Field Emission Scanning Electron Microscopy (FESEM) and Photoluminescence (PL) spectroscopy.

XRD analysis of CMS and CMS:Eu$^{3+}$ confirms the formation of a combination of akermanite, merwinite and monticellite phases at an annealing temperature of 800°C for 5 hours at three different stoichiometrical ratios. Annealing at 800°C for 5 hours resulted in the agglomerated morphology for the samples with ratio 3:1:2 and 1:1:1 whereas, particle formation in 2:1:2 irrespective of Eu doping. The photoluminescence emission spectrum is either absent or feeble at these annealing conditions with transitions $^5$D$_0 \rightarrow ^7$F$_J$ (J=1,2,4), $^5$D$_1 \rightarrow ^7$F$_J$ (J=4,6). As the annealing temperature increases to 1000°C for 8 hours, CMS and CMS:Eu$^{3+}$ with a ratio of 3:1:2 optimize to merwinite phase with a defined particle morphology whereas 2:1:2 and 1:1:1, a combined phases of akermanite, merwinite and monticellite with major peaks corresponding to akermanite and monticellite respectively is formed. Also, the improvement in the particle morphology irrespective of Eu doping is noticed. The photoluminescence emission in the red region is enhanced with these annealing conditions with the similar transitions corresponding to annealing temperature of 800°C for 5 hours.
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Terbium doped Barium Tungstate (Ba$_{(1-x)}$WO$_4$:xTb$^{3+}$(x=0, 0.01, 0.03, 0.05, 0.07, 0.09)) nanophosphors were synthesized by the facile co-precipitation method. The structural and morphological investigations of the samples were done by the X-ray powder diffraction (XRD) and Field Emission Scanning Electron Microscopy analysis (FESEM). For the detailed spectroscopic investigation, Photo-luminescence (PL) analysis was also done. From PL analysis, the excitation and emission spectra of Tb doped nanophosphors were recorded. The emission intensity for the host excitation was observed to be increasing up to 5% Tb doped sample and then was decreasing due to the concentration quenching. It was observed that by performing colorimetric analysis on the recorded emission spectrum, for 5% Tb doped sample the colour co-ordinate obtained under (275 nm) host excitation was in the green region (0.27,0.60). Further the photocatalytic property of pure and terbium doped Barium Tungstate nanophosphor was also investigated.
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Advancements in femtosecond laser micromachining (FLM) have given rise to a novel technology enabling the fabrication of dispersive optical elements like diffraction gratings. Binary phase gratings (BPGs) in particular are a special type of gratings where the phase between two unit cells is modulated as $\pi$ radians. As a result, the efficiency of all the even-order diffracted signals will fall to zero. Using this phenomenon, BPGs can therefore be used as efficient beam splitters for various applications [1], [2]. While photolithography can also produce such elements [3], direct laser writing offers distinct advantages in terms of process flexibility and simplicity [4]. It eliminates the requirement for various patterned masks or chemical etching. In this work, the feasibility of fabricating binary phase grating in fused silica using femtosecond laser ablation was explored. The fabricated gratings are characterized using SEM imaging (Figure 1(a)). The basic features of the fabricated gratings were found to confirm known theoretical results. A parametric study on the $1^{\text{st}}$-order diffracted power with respect to $0^{\text{th}}$-order diffracted power as a function of duty cycle was performed (Figure 1(b) and 1(c)). The maximum ratios for single-scan and multi-scan ablation were found to be 65% and 83.4% respectively for a duty cycle of 0.5. Due to the inherent characteristics of the fabrication process, these gratings can also serve as surface microstructured surface-enhanced Raman scattering (SERS) substrates, offering potential use in lab-on-a-chip applications.

![Figure 1](image_url)

Figure 1: a) SEM images of the fabricated BPGs, b) and c) Parametric studies on the ratio of $1^{\text{st}}$-order diffracted power with respect to $0^{\text{th}}$-order diffracted power as a function of duty cycle for different pulse energies in single-scan ablation and number of scans in multi-scan ablation respectively.
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Our research focused on finding suitable solvents for Drop-on-demand or Continuous Inkjet printing from Newtonian fluids. We used laser-induced shockwaves to create microdroplets and microjets and analysed their behaviour using dimensionless parameters such as Ohnesorge, Weber, and Reynolds numbers. Our study focused on droplets with Ohnesorge numbers ranging from 0.01 to 0.239 and we conducted experimental studies using laser pulse energies of 100 μJ, 200 μJ, and 400 μJ, which were above the threshold energies required to create laser-induced shockwaves. The microdroplets we created had Weber numbers ranging from 5 to 3100 and Reynolds numbers ranging from 16 to 4800. By analysing these dimensionless parameters, we constructed phase diagrams to better understand the printability of the droplets. We found that microdroplets with higher Ohnesorge numbers ranging from 0.0929 to 0.239 can be utilized as solvents for inks in Inkjet printing, especially at lower laser pulse energies of 100 μJ and 200 μJ.
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Reflection loss that occurs at the glass-air interface, limits the performance of many optical devices such as eyeglass, camera lenses, or any optical systems. Antireflection (AR) coating on the glass components reduces the reflection loss and improves efficiency of such devices. In this paper, a broadband (bandwidth~280nm) AR coating in the visible region has been designed and developed using Ta2O5/MgF2 multilayer stack. The thicknesses of individual thin layers are numerically optimized to get maximum transmission in visible region.
The deposition of multilayer coating was carried out inside coating plant fitted with diffusion and rotary pumps. The evaporation was carried out in high vacuum (2-3 x 10^{-5} mbar) using electron beam gun and thermal evaporation and in-situ layer thicknesses was measured by crystal monitor. The transmission characteristic of coated substrate was tested using double beam spectrophotometer (Supplied by M/S Perkin Elmer) and the measured transmission spectrum of the 4-layer AR coating was compared with that of simulated spectrum.

![Experimental Spectral Transmission characteristics of AR coated BK7 sample](image)

And it was seen that the dual side AR coating on BK7 glass increases the average transmission by 7% as compared to that of bare glass substrate in the wavelength region of 480 nm - 760 nm.
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The concept of parity time (PT) symmetry was originally introduced by Bender and Boettcher in their study of non-Hermitian Hamiltonians, which exhibit both complex and real eigenvalues depending on a critical parameter that determines the degree of non-hermiticity [1]. In optics, structures with PT-symmetry can be realized using balanced optical gain and loss components. These structures offer unique optical properties such as laser-absorber modes, single mode lasing, and unidirectional reflection [2,3]. So far, these investigations have been limited to media with constant refractive index profile. But structures with graded index profile have not been investigated to the best of our knowledge. However, graded index materials have shown promising applications in photonic crystals for integrated optical systems including focusing lenses, beam splitters, couplers, [4] etc. Here, our work focuses on the PT symmetric structures which have graded refractive index profile. Structures with graded index offer high Q resonant modes and wide bandgap. Under PT-symmetric condition, these systems realize laser-absorber modes for a small gain/loss.
contrast as compared to large gain/loss contrast in the structure with homogenous and isotropic refractive index. In addition, the left and right reflection coefficients of a particular resonant mode drop to zero at two distinct values of gain/loss contrast. This finding highlights the structure's capability to switch its unidirectional invisibility from loss port to gain port, a behavior not observed in homogeneous and isotropic media where it is limited to the gain port when operating above the PT threshold point. Moreover, this graded index structure allows for precise tuning of laser-absorber modes by adjusting either the length of the dielectric medium or modifying the graded index profile. As a result, it enables the realization of single-mode operation instead of multiple modes seen in homogenous and isotropic media. More results of our work will be provided at the time of conference.
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Fluorescence microscopy-based cell painting technique captures high content morphological information of cell organelles. Automated quantitative analysis of these cell painted images can provide deeper insights to the critical mechanisms in the cell structure. The difference in the size, shape, and spatial distribution of cell components motivates for multiscale feature extraction and analysis of these cell painted images. This is important for understanding the organelle specific changes in the cell structure due to internal or external interactions. In this study, patch based multiscale analysis of cell painted organelles is performed using gradient magnitude and mean intensity features. For this, cell painted images of nuclei, endoplasmic reticulum (ER), and cytoplasm from a public database is obtained. Gradient magnitude and mean intensity features from the image patches of sizes 3,5,7 and 9 are extracted and are statistically analysed. The obtained results show significant variations in the mean and standard deviation among considered organelles for all patch sizes. The mean intensity feature provides highest mean percentage deviation of 0.71 and 0.66 for nuclei vs ER and ER vs cytoplasm at patch size 9. Gradient magnitude produces maximum mean percentage deviation of 0.51 for nuclei vs cytoplasm at patch size 5. Thus, the discriminative ability of gradient magnitude and mean intensity features for characterizing the multiscale distribution of cell painted organelles has been explored. The obtained results suggest the employability of these features for classifying the morphological changes in the sub cellular organelles.
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Computational Modeling of Optogenetic Control of Neuronal Signaling
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To understand the human brain, the most complex system in the known universe, is one of the greatest scientific challenges [1]. Although tremendous progress has been made, much remains to be understood, that include its architecture, causal relationship between structures and functions, neural connectome, neural coding and signal processing, and various neurological disorders [2]. A better understanding of how the brain works is important to not only know the biological basis of consciousness, but to also develop the brain-computer interfaces and smarter artificial intelligence [3]. It is therefore essential to develop neuroimaging tools with high spatiotemporal resolution and techniques to study and control neurons that are non-invasive, have high precision and high efficiency, are fast and cost-effective. Early neuromodulation techniques including direct brain stimulation and ultrasound neuromodulation involves injection of direct electric current via electrodes and ultrasound waves to produce heat or mechanical force to change membrane properties, respectively. However, these techniques do not provide cell-type specificity, which limits their potential to understand causal relationships between different neurons and behavioral activities [4].

Neurophotonics is an emerging multidisciplinary area of research that deals with the development of tools for optical imaging and control of neurons in the brain. In neurophotonics, optogenetics has revolutionized neuroscience by allowing control and monitoring of neuronal activity in cultured cell, tissue, and living animals with unprecedented spatiotemporal resolution [5-7]. Optogenetics does not involve direct invasiveness to targeted cell as required in electrical stimulation. Therefore, it has proven its potential for a wide range of applications in and beyond neuroscience, significantly improved the way many neuroscience studies were performed earlier, and contributed to our understanding of the mechanism and biology underlying several neurological diseases [7-9]. For optogenetic control, the natural light-sensitive proteins found in microbial species are genetically inserted into the desired neural populations. These genetically modified neurons can be precise turn-on or -off with light.

A major challenge in optogenetics is to achieve low-power, high-frequency, and high-fidelity control of neuronal signaling [7, 10-12]. Although each component in optogenetics continues to evolve rapidly to meet these challenges, there is a tremendous scope for optimizing ongoing experiments for better efficiency. There are more than hundred types of light-sensitive proteins, having different spectral- and light-sensitivity, kinetics, ion-selectivity, ion-transportation mechanisms and protein stability [12]. On the other hand, there are more than thousand types of neurons in our brain, having different morphology, size, ion-channel composition and spiking patterns. Experimental testing of each opsin and its combinations with different neurons in healthy as well as pathological conditions is a very challenging task. The problem further persists when optimized photostimulation and physiological conditions are needed to get the desired control [7, 11, 12]. Although newly discovered opsins have the potential to meet the challenges, a detailed experimental study is needed to optimize their response. Thus, computational modeling has tremendous scope in this area.

Computational optogenetics can help in virtual testing of new opsins in a variety of cells with realistic physiological properties. Theoretical simulations can virtually assess the limitations and suitability of different opsins for specific applications. They also assist in correctly interpreting complex experimental results. Despite having urgent need of such theoretical models, a very few opsins were modelled [13]. Since the introduction of Channelrhodopsin-2 (ChR2), there are a large number of opsins have been discovered exhibiting complex photocycle kinetics [13, 14]. As the newly discovered opsins have potential to overcome challenges and have wide scope of applications, the theoretical models for newly discovered important opsins were urgently needed as their potential applications. Therefore, the objective of this thesis
was to formulate accurate computational models for optogenetic control of neurons expressed with newly discovered opsins.

The thesis presents new accurate computational models of optogenetic control of neurons expressed with light-sensitive proteins. The mathematical models of the light-sensitive proteins used in optogenetics are based on the photocycle of each protein [15, 16]. In general, all the channelrhodopsins utilize retinal as their light-sensing counterparts. On illumination with light, the retinal molecule undergoes photoisomerization within ~ fs and triggers the opsin photocycle. The photocycle of each opsin have different intermediate states and kinetics [15, 16]. Based on the reported photocycle kinetics and photocurrent response of individual opsins, computational models of a large number of opsins have been formulated for the first time. These theoretical models were integrated with biophysical models of different neurons to design, (i) low-power and ultrafast optogenetic excitation with different channelrhodopsins namely, ChR2, ChR2(H134R), ChETA [17], Chronos, Chrimson, CsChrimson, ChrimsonR [18], vf-Chrimson [19], ReaChR [20], bReaChES [21], and ChRmine [22], (ii) temporally precise inhibition with single-spike resolution using light-driven chloride pumps, namely NpHR [6], eNpHR3.0 [23] and Jaws [24], and light-driven chloride channel, namely GtACR1 [25], and (iii) low-power high-fidelity high-frequency bidirectional control with experimentally reported opsin pairs, namely ChR2-NpHR, ChR2(H134R)-eNpHR3.0, and Chrimson-GtACR2 [26], and new prospective opsin pairs, namely, Chronos-Jaws, CheRiff-Jaws, Chronos-eNpHR3.0, and vf-Chrimson-GtACR2. The accuracy of the formulated theoretical models has been validated by comparing the simulated results with the reported experimental results, which are in excellent agreement [16-26]. Further, a detailed theoretical study of optogenetic control over a wide range of optical and physiological conditions have been presented to get better understanding and new insights. Optimization of photostimulation and physiological conditions has also been carried out for low-power, high-fidelity and high-frequency control of neurons. The minimum irradiance threshold and high-frequency limits of different opsin pairs for bidirectional optogenetic control have been determined. Further, new opsin pairs have also been designed for low-power and high-frequency control (Table 1) [27-29].

### Table 1. Minimum irradiance threshold and high-frequency limit of high-fidelity optogenetic control of neocortical interneurons with different reported and proposed opsin pairs [27-29].

<table>
<thead>
<tr>
<th>Opsin Pair</th>
<th>Minimum Irradiance Threshold for Sustained Control</th>
<th>High-frequency Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>For excitation</td>
<td>For suppression</td>
</tr>
<tr>
<td>ChR2-NpHR</td>
<td>$I_{470} = 5 \text{ mW/mm}^2$</td>
<td>$I_{593} = 21 \text{ mW/mm}^2$</td>
</tr>
<tr>
<td>ChR2(HR)-eNpHR3.0</td>
<td>$I_{470} = 0.75 \text{ mW/mm}^2$</td>
<td>$I_{593} = 1.8 \text{ mW/mm}^2$</td>
</tr>
<tr>
<td>Chrimson-GtACR2</td>
<td>$I_{470} = 0.75 \text{ mW/mm}^2$</td>
<td>$I_{593} = 1.8 \text{ mW/mm}^2$</td>
</tr>
<tr>
<td>Vf-Chrimson-GtACR2</td>
<td>$I_{593} = 0.6 \text{ mW/mm}^2$</td>
<td>$I_{470} = 0.04 \text{ mW/mm}^2$</td>
</tr>
<tr>
<td>CheRiff-Jaws</td>
<td>$I_{470} = 0.014 \text{ mW/mm}^2$</td>
<td>$I_{593} = 0.8 \text{ mW/mm}^2$</td>
</tr>
<tr>
<td>Chronos-Jaws</td>
<td>$I_{470} = 0.02 \text{ mW/mm}^2$</td>
<td>$I_{593} = 0.8 \text{ mW/mm}^2$</td>
</tr>
<tr>
<td>Chronos-eNpHR3.0</td>
<td>$I_{470} = 0.02 \text{ mW/mm}^2$</td>
<td>$I_{593} = 1.8 \text{ mW/mm}^2$</td>
</tr>
</tbody>
</table>

Blindness due to retinal degenerative diseases is a major challenge and cannot be accurately cured using existing methods. Recently in 2021, the first human trial of optogenetic-based restoration of partial vision in a blind patient has been reported in Nature Medicine [9]. In the thesis, a detailed theoretical study of the photoresponse of retinal ganglion neurons expressed with reported and prospective opsins has shown that ChRmine allows reliable excitation of these neurons at two orders of magnitude lower light intensities.
than ChrimsonR opsin used in the reported human trial. Under continuous illumination, ChRmine-expressing RGNs begin to respond at very low irradiances $\sim 10^{-4}$ mW mm$^{-2}$, and evoke firing up to $\sim 280$ Hz, highest among other opsin-expressing RGNs, at $10^{-2}$ mW mm$^{-2}$ (Figure 1) [30]. The first spike latency in ChRmine-expressing RGNs is shorter by an order of magnitude, along with stable latency of subsequent spikes compared to other opsins. The present study highlights the importance of ChRmine as a potential opsin for optogenetic retinal prostheses.

Spike failure due to photocurrent desensitization is a fundamental challenge in optogenetics. In this thesis, a novel method of co-expressing bistable opsins with fast channelrhodopsins has been proposed to overcome the challenge on which a patent has also been filed. Using the proposed method, the spiking fidelity in these neurons can be sustained even at lower irradiances of subsequent pulses ($77\%$ of initial pulse intensity in ChETA-ChR2(C128A)-expressing neurons) or by illuminating red-shifted light pulses at appropriate time intervals (Figure 2) [31]. High-fidelity spiking up to 60 Hz can be evoked in ChETA-ChR2 (C128S), ChETA-SSFO and ChETA-SOUL-expressing neurons, which cannot be attained with only SFOs. The proposed method provides a means for low-power, high-frequency, high-fidelity sustained firing in neurons, necessary to study various long-term neural functions and neurodegenerative disorders, and enhance the utility of optogenetics for biomedical applications [32].

Figure 1. Low-power optogenetic excitation of retinal ganglion neurons in the retina. (A) Variation of membrane potential with time on illuminating with 500 ms light pulses of increasing irradiances. (B) Corresponding variation of average firing rate with pulse irradiance [31].

The fundamental process of information processing and memory formation in the brain is associated with complex neuron firing patterns, which can occur spontaneously or be triggered by sensory inputs. However, the light pulses used in optogenetics have been primarily restricted to square waveforms. A detailed theoretical analysis of the temporal shaping of light pulses in optogenetic excitation of hippocampal neurons and neocortical fast-spiking interneurons expressed with ultrafast (Chronos), fast (ChR2), and slow (ChRmine) channelrhodopsins were also presented. Optogenetic excitation has been studied with light pulses of different temporal shapes that include square, forward-/backward ramps, triangular, left-/right triangular, Gaussian, left-/right-Gaussian, positive-sinusoidal, and left-/right-positive sinusoidal [33]. Different light shapes result in significantly different photocurrent amplitudes and kinetics, spike-timing, and spontaneous firing rate. The results demonstrate that non-square waveforms generate more naturalistic spiking patterns compared to traditional square pulses. These findings provide valuable insights for the development of new optogenetic strategies to better simulate and manipulate neural activity patterns in the brain, with the potential to improve our understanding of cognitive processes and the treatment of neurological disorders.
Cardiac optogenetics has proven its potential to overcome limitations associated with electrical stimulation of the heart. However, excitation of heart cells in deeper regions is challenging due to scattering and absorption of light [34]. A detailed computational study of optogenetic control of electrical activity in opsin-expressing human ventricular cardiomyocytes shows that optical excitation of deeply situated heart cells is possible up to $\sim 7.46$ mm and 10.2 mm from the surface with ChRmine at wavelength 585 nm and 650 nm, respectively (Figure 3) [34, 35].

Insights from the theoretical work presented in the thesis have encouraged experimentalists to conduct new experiments with proposed opsins in the thesis [36]. A recent study published in Nature has used ChRmine for efficient control of the heart, as predicted from our theoretical work [37]. Furthermore, a study published in Nature Electronics has reported that the theoretically predicted irradiance thresholds and kinetics with ChR2 and ChRmine are consistent with their experimental results [38].

The study is an important contribution in the highly challenging emerging area of neurophotonics and is useful for designing optogenetic circuits for different biomedical applications that include cure for neurological diseases, probing temporal spike coding and designing advanced brain-computer interfaces.
Acknowledgement: Department of Science and Technology, India for INSPIRE Fellowship for 2017-2022.
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Introduction

Optical coherence tomography (OCT) is a low-coherence interferometry based non-invasive optical imaging technique analogous to ultrasound imaging. It provides micron order resolution with few millimeters imaging depth in biological tissue. OCT has demonstrated great potentials in many clinical applications, such as ophthalmology, dermatology, endoscopy, dentistry, angiography etc.

The technique initially reported by D. Huang et al. in the year of 1991 as time domain OCT has experienced significant progress in terms of resolution and speed through technological development and application demands till the date. But, there is a trade-off between Lateral resolution and depth of focus (DOF) that need to be removed for high resolution in-depth imaging. This trade-off is due to the application of diffracting Gaussian beam where, smaller beam waist also reduces the Rayleigh range. The use of non-diffracting beam such as Bessel’s beam has proven its capability in removing this trade-off in free space OCT but for endoscopic applications there is a need for all-fiber extended DOF probes. Recent studies show such probe for Bessel beam generation using conical frustum tip, multi-micro axicon, a No core fiber positive axicon, and also based on other approaches like, simple phase mask consisting of graded-index (GRIN) fiber, high-efficient fiber-based filter, coaxially focused multimode (CAFM) beam, etc.

In search of another alternative for DOF extension we have developed a novel Reflective Axicon as proposed by McLeod in 1954, for Quasi-Bessel beam generation on the tip of a optical fiber and explored its capability in OCT imaging using common-path configuration. The research work aims to develop a common-path OCT system using an optical fiber with negative axicon tip generating Bessel beam to probe the sample.

Methodology Used

The present work is carried out in following steps:

Development of negative axicon optical fiber tip for bessel beam generation

The Negative axicon optical fiber tip is fabricated inside the tip of a highly Ge doped optical fiber with core diameter ~3μm. The high concentration of Ge makes the etching rate of the core material in HF solution higher compared to silica cladding. The optical fiber is superficially dipped into 48% HF solution which etches inside the optical fiber to form a capillary in the fiber tip. The developed negative axicon has been named as “Deep Seated Negative Axicon (DSNA)” due to the fact that the apex of negative axicon is situated deep inside the fiber tip end. From now onwards the negative axicon will be called as DSNA in rest of the article.

Characterization of DSNA and output beam parameters

To characterize the DSNA we have done Far field beam profiling and Near field beam profiling using home made setups and beam parameters such as Depth of focus, spot size, intensity profile etc are obtained.

Development of CPOCT imaging system.
Experimental setup:

We have used a Superlum M-S-840-B-I-15 SLD Broadband light source centered at 840 nm and having a ~45 nm FWHM bandwidth, an 840±50 nm broadband circulator for delivering and collecting light to and from the sample through DSNA, and delivering the interference signal to a home-built linear-in-wavenumber spectrometer. The core air interface of the DSNA tip with a measured reflectivity of 0.13% generates the reference signal for interference. The sample needs to be placed on a 3-axis Nanomax-300 translational stage platform for scanning while the DSNA probe is held in a fiber clamp on a micro-stage facing the sample at a distance of about 100µm. Figure 1 shows the experimental arrangement of the described system.

On the software side, a LabVIEW program has been written to control and synchronize the scanning and data acquisition. Data logging and real time processing for the image construction has also been implemented in the LabVIEW program utilizing parallel processing. A zig-zag 2D scan algorithm has also been implemented for 3D imaging.

![Figure 1. (left) Experimental arrangement for Common-path OCT, inset shows microscopic image of a silver coated DSNA. Figure 2. (right) Linear-in-wavenumber spectrometer assembly](image)

Optimization of negative axicon optical fiber tip for the application in CPOCT imaging.

The DSNA has been optimized in terms of length, energy efficiency and working distance for providing best imaging performance with the current experimental arrangement in CPOCT imaging.

Results and their interpretation

Fabrication results and DSNA geometry

The optical microscopic images show that the DSNA has two parts. The first part, named as primary axicon apexed at the core and adiabatically stretches into the first cladding. The second part, named as secondary axicon, is a frustrum cone located entirely in the second cladding region. There is a discontinuity in the slope at the junction of the primary and secondary axicons due to the difference in doping concentration of 1st and 2nd cladding resulting in different etching rate. There are 4 major geometrical parameters of the DSNA, apex angle of primary axicon (θ), apex angle of secondary axicon (φ), opening diameter of secondary axicon (O) and total length of the DSNA (L)) as represented in Figure 4. θ and φ are constants for a given Refractive index profile of fiber subject to the concentration of etching acid i.e. 48% HF, and does not vary with etching time. For a 40min etched sample θ and φ are measured to be 45° and ~8.5° respectively. Variation in the etching time results in variation in DSNA length (L), the experimental results are plotted in Figure 4. The opening diameter varies accordingly with the length.
Far field beam profiling

After fabrication of DSNA tip, other end of the fiber is butt coupled to 632nm He-Ne laser and the beam profile is observed on a paper screen. A 13MP digital photography camera is used to capture the screen images. The distance of screen from the tip is varied from 5mm to 25mm with 1mm step size. The images are then processed in MATLAB for generating line scan. The results are summarised in the Figure 5. below.

Near-field beam profiling

To find out the quality of Quasi-Bessel beam generated by DSNA, we have experimentally investigated the beam parameters using a homemade near field beam profiler consisting of a fiber clamp mounted on a 5-axis manual translation stage for alignment and translation of the beam, a 40x microscopic objective to magnify the beam and a Pixelink microscopic camera to record the profile. The experiment is done using a 850nm SLD source having 45nm FWHM bandwidth and the results are summarised in Figure 6. A FWHM DOF of 345μm and a spot size variation of 5-20μm for 0-1200μm propagation distance is obtained for a 40min etched DSNA sample.

Figure 5. (a) shows the transverse beam profile recorded at mentioned distances. (b) We also compared the central spot size of the beam generated from negative tip fabricated with different etching time and found similar behaviour with propagation distance. (c) represents a 3D plot of line scan of transverse beam profile recorded by varying distance from 80mm to 170mm from the tip. (d) we observe that the spot-size for central spot of the BB, ~2 mm, is quasi-invariant whereas the spot size of the Gaussian like beam, ~1.5 cm, increases 3 times over a shorter distance.
DSNA optimization: Fabrication time and axicon length

The reference signal in this CPOCT configuration is generated from optical fiber core material-air interface along the Axicon length (AL) of DSNA. It adds a fixed path length difference of “2 x AL” other than the working distance resulting in a loss of sensitivity. In order to minimize the path length difference, AL must be reduced in the current conventional common-path configuration without sacrificing quality of BB. We have chosen etching time as a control parameter for preparing samples of different lengths while keeping HF acid concentration and ambient temp constant. Samples are fabricated for 4, 5, 6, 7, 8, 10, 20, 30 and 40 min etching time and 3D beam profile is obtained for each sample using the near field beam profiler. However only 4, 7, and 40 min sample profiles are shown here. Figure 7A(a-II, b-II, c-II) shows the longitudinal cross-section obtained from the 3D profile for corresponding adjacent DSNA. The red line indicates the end-face of DSNA and a linescan from the center along the propagation direction provides the longitudinal intensity profile, Figure 7B(c) for the respective samples. The FWHM DOF obtained from the intensity profiles is 251 µm, 413 µm and 342 µm for 4 min, 7 min and 40 min sample respectively.

Figure 7B (a) shows experimentally obtained intensity distribution inside the air cavity for a 40 min etched sample. The focus of microscopic objective is translated inside the cavity with 10 µm step size, images are captured at every step and then stacked together to get the complete 3D profile in Fiji. The longitudinal cross-section obtained from the 3D profile provides intensity distribution inside the axicon which is a result of multimodal interference as the air cavity is acting like a multimode waveguide in which light propagation is guided by reflection instead of Total Internal Reflection (TIR). This explains the principal of evolution of BB from DSNA.
Figure 7 A (a-I, b-I, c-I) are the microscopic images of DSNA fabricated at 4 min, 7 min, 40 min of etching time respectively. The scale bar represents 50µm. (a-II, b-II, c-II) shows the experimentally obtained longitudinal beam profile for the corresponding DSNA (in the left), the red line indicates the end-face of DSNA, the vertical scale bar represents 20µm while the horizontal one represents 100µm.

(B) (a) Experimentally obtained intensity distribution inside the DSNA cavity showing the evolution of beam from left to right as a result of multimodal interference. Vertical scale bar represents 20µm while horizontal represents 50µm (b) variation in axicon length with etching time. (c) a comparison of intensity profiles of the beam from the center along the direction of propagation for 4min(black), 7min(red), 40min(blue) etched samples. A shift of the intensity profile towards the end face (green dashed line) is observed with the increase in etching time. (d) a comparison of spot size i.e., FWHM of central spot of the beam for 4min, 7min, 40min etched sample, a positive zero shift is observed between 7min and 40min etched sample.

Figure 7B (c) shows a comparison of these intensity profiles which indicates that the central spot starts forming closer to the end-face as the length of DSNA increases. This results in a positive zero shift in lateral resolution with the increasing length as shown in Figure 7B (d), and also lessen the working distance. Considering these facts, we have chosen 7min etched sample having 243µm AL, ~100µm working distance, a central spot divergence angle of just 0.013°and 413µm FWHM DOF to be ideal for imaging in the current configuration.

Silver coated DSNA for Loss reduction and Energy efficiency

The DSNA exhibit significant loss of optical power due to optics leaking through the cladding which is unable to contribute in the formation of the Bessel beam. The power loss is due to the fact that the modes in the air cavity are guided by reflection and not TIR. Figure 8(a) shows the transverse beam profile from DSNA recorded on a paper screen, inset shows the Bessel beam at the center of the figure as a bright white spot due to camera saturation, the loss can be visualized clearly from the figure. To reduce the losses, we have coated the DSNA with silver nano-particles using the silver mirror reaction with Tollens’ reagent and 0.5M Glucose solution. A considerable gain is observed in the BB power as shown in Figure 8 (b). After fabricating DSNA on the fiber tip, it is dipped in 0.5ml Tollens’ reagent filled in a vile and 0.1ml of 0.5M Glucose solution is added further to start the reaction. It takes around a minute to complete the reaction, after which the fiber is taken out carefully and washed with running DI water to get rid of any stucked precipitates. The quantitative analysis as shown in Figure 8 (d), indicates that the power loss has been reduced from ~67% in uncoated DSNA to less than 15% in coated DSNA and the conversion efficiency has been increased to nearly 85%.
We have measured the power distribution among the BB rings to find out the energy efficiency of the beam. The quantitative results are shown in Figure 8 (c). The DSNA generated BB contains ~20% power in the central spot and falls in the low Fresnel number regime with Fresnel number N~5 and hence can be considered as highly energy-efficient BB. High energy efficiency leads to low SNR penalty as compared to Gaussian beam and provides high contrast images.

The measurements are done using a 660nm fiber coupled bench-top laser source and PM100USB power meter with S121C sensor head from Thorlabs. The power meter is translated away from the DSNA tip in order to remove the rings from the sensing area one by one leaving only central spot at the end. The collective power is recorded at every step and then individual power in the rings is calculated.

System performance:

The Lateral resolution obtained from the DSNA generated Bessel beam ranges from 2μm to 15μm for 0 to 1000μm axial distance as shown in Figure 7B(d). We have compared DSNA with cleaved HI780 fiber tip (N.A -0.14) by scanning Group 6 and 7 of the 1951 USAF resolution target to experimentally determine the lateral resolution with 1μm step size in fast as well as the slow axis. The OCT en-face images are shown in Figure 9. The lateral resolution obtained in case of DSNA is 4.38, 4.92 and 6.20μm for 300, 600 and 900μm distance respectively, whereas in case of cleaved tip it is 6.20, 7.81 for 300 and 600μm respectively. The cleaved tip has not been able to resolve any element of 6th and 7th group for 900μm. The lateral resolution is increased considerably from the theoretical value due to high density scanning.

To obtain the axial resolution, depth dependent sensitivity and SNR, a broadband silver mirror was employed as the sample which was placed in front of the probe. The axial resolution of the system is obtained from the FWHM of the linear point spread function (PSF). The average axial resolution is found to be ~7.3μm. The depth dependent sensitivity is expressed in terms of measured SNR, which is given by

\[ SNR(dB) = 20 \log \left( \frac{I_{samp}}{\sigma_{bg}} \right) \]

where, \( I_{samp} \) is the background-subtracted image intensity from the mirror in the sample arm, and \( \sigma_{bg} \) is the standard deviation of the image background intensity. The sensitivity is obtained by adding the an additional ~19 dB loss which was inserted by loosening the connector at the source end to avoid spectrometer saturation. The cleaved tip sensitivity is also obtained in similar way by...
adding an additional loss of ~35 dB. A peak sensitivity loss of ~17dB is faced by the DSNA based QBB CPOCT system as compared to the Gaussian beam.

Imaging Results

To assess the imaging performance, we have used standard sample of fresh onion flesh, and scotch tape. The images are shown in Figure 10. Considering a RI of 1.35, ~520μm depth is obtained in the onion flesh and onion rings are distinctly visible, the depth in onion also depends on its quality and can vary from sample to sample. In scotch tape with a measured single layer thickness 60μm, imaging depth of ~780μm is obtained with DSNA whereas, 360μm is obtained with cleaved fiber tip.

![Image of imaging results]

The images show visibly good contrast and focusing in depth due to energy-efficiency and large DOF of the BB. The developed system is also capable of 2D scanning.

Conclusion

To conclude, we have developed a novel reflective axicon on the tip of a optical fiber which generates an energy-efficient Bessel beam having nearly 20% power in the central spot. The conversion efficiency has been improved from ~33% to ~85% by reducing the leakage with silver coating. An extended DOF of 413μm which is nearly 15 times as compared to the standard SMF axicon probe is obtained from the DSNA. By compromising a sensitivity loss of 17dB as compared to the gaussian beam A lateral resolution of 6.2μm up to a depth of 0.9mm is achieved with high density scanning which along with the extended DOF of 413μm minimizes the trade-off in OCT imaging. The probe provides high contrast images and can be upgraded to a side viewing endoscopic probe by using a micro prism reflector, and is capable of provide excellent imaging with a long range CPOCT system.
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**Generation, Modulation and Detection of Phase Structured Laser Beams for Sensing Application**
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**Abstract**

Electromagnetic radiation carries energy and momentum. The momentum may involve linear and angular part. Light from laser can carry angular momentum of two types called spin angular momentum associated to polarization and orbital angular momentum associated to spatial distribution. Circularly polarized beam carries spin angular momentum (SAM) and Laguerre-Gaussian (LG) beam carries orbital angular momentum (OAM). In this work, various viable methods for LG beam generation is proposed and demonstrated. The tunability of thermal lens in nanofluid by electrical or optical means allowed for dynamic lenses for beam shaping. Further a new type of common path interferometer called Thermo-optic refraction interferometer (TORI) is proposed. LG beam propagation through milk as medium is studied as a function of its phase structure deterioration. The deterioration in phase structure is quantified and used to measure fat content in milk.

**Objectives**

The objectives of the research work are as follows:

a. To design and develop an economical method for generating Laguerre-Gaussian (LG) beams with variable topological charges.

b. To understand the properties of Laguerre Gaussian beams and their interaction with different media as a function of their topological charge.

c. To develop a sensing modality using LG beam as illuminating source.

**Existing Gaps Which Were Bridged**

The research gaps that were bridged in the work:
a. The accessibility to affordable phase and diffractive elements is limited owing to the fabrication complexity and associated materials.
b. Low cost and tunable solution for Hermite Gaussian like beam generation other than spatial light modulator and digital micromirror device.
c. Optically induced thermal lenses in nanofluids can be a potential method for dynamic lens system. The control and tunability of these thermal lenses are not studied well. Further, the electrical modality for thermal lens generation is not well explored for beam shaping.
d. Astigmatic Optical mode converters are useful for beam mode conversion with high efficiency. But the lenses used in such mode converters are static. A dynamically tunable lens by means of optical and electrical modality can allow switchable mode conversion.
e. A new type of common path interferometry is proposed which is not limited by its usage due to small sample and reference beam separation.

**Most Important Contributions**

**Generation of the Laguerre Gaussian beam using simple optical elements**

PET sheets are most commonly found plastic sheets used as overhead projector sheets. These sheets are affordable and available in various thickness. The refractive index of PET transparent sheets is 1.5651. This is also flexible for different azimuthal angles which is important for generating OAM beams. PET sheets allow clean shear cuts with fine edges which is important to have a clean beam profile after transmission. Further, the absorption is minimum in the visible spectrum (450nm to 700nm) which will cause less impact on propagation losses of the beam. PET sheets are cut in square from using scissors and mounted over 3D printed holders as shown in Figure. The screw can be used for adjusting the spiral phase to achieve tunable topological charge of LG beams. The angles were changed upto 10°.

![Figure 1: Methods to generate Laguerre Gaussian beam.](image)

Binary amplitude gratings are diffractive optical elements with regions of high and low intensity transmission. The diffraction and the output beam pattern in these gratings can be controlled using the parameters such as pitch, relative fringe shifts, duty cycle of the grating material of grating substrate. This gives better control to generate low topological charges of orbital angular momentum of beams, that include Hermite Gaussian and Laguerre gaussian beams.

**A phenomenon to generate Hermite Gaussian structured beams**
Diffraction, arising from the wave-like nature of light, manifested at edges. The well-known diffraction phenomena, namely Fresnel and Fraunhofer, have diverse individual applications. However, the combined effects of these two phenomena have not been thoroughly studied and understood, despite their importance in comprehending compound optical instruments. This research investigates and demonstrates the synergistic patterns resulting from the combination of Fresnel and Fraunhofer diffractions. The observed combined diffraction patterns exhibit characteristics similar to Hermite-Gaussian Beam intensity distributions, as validated through both simulations and experimental results. This work contributes to a deeper understanding of complex diffraction in optical instruments and offers a pathway for robust fabrication of micro gratings.

**Imaging and measurement of thermal lens region within nanofluid**

The remarkable nonlinear optical response exhibited by two-dimensional (2D) nanomaterials such as MoS2 has garnered significant attention. In this study, we investigate the formation of thermal lenses in dispersions of MoS2 nanoflakes using a pump-probe configuration with mode mismatch. By observing the intensity patterns of the pump and probe beams, we gain visual insights into the temporal evolution of photothermal lens formation. The influence of MoS2 nanoflake concentration on the thermo-optic properties of the dispersions is explored using thermal lens spectroscopy. Additionally, a novel technique based on thermo-optic refraction is proposed for measuring the size of the thermal lens region. It is observed that the size of the thermal lens region increases with higher pump power. Leveraging the observed thermal lens modulation, we successfully demonstrate a "normally on" all-optical switch that exhibits exceptional modulation of the output beam signal by the pump beam.

**Near vicinity thermal lens optics with respect to Laguerre Gaussian beams**

This study highlights the importance of temporally switchable optical mode conversion in optical communication and computing applications. We have successfully developed an optically switchable mode converter based on thermo-optic refraction. To achieve this, we utilized MoS2 nanofluid as medium, where a
thermal microlens is formed by focusing a laser beam (referred to as the pump beam). Above the focal point of the pump beam within the nanofluid, a convective thermal plume is generated, which acts as an astigmatic thermal lens. Through experimentation, it was observed that the thermal lens causes the conversion of Laguerre-Gaussian (LG) beams into Hermite-Gaussian (HG) beams, and vice versa, when they pass through it.

![Figure 4: Mode conversion after transmission through thermal lens](image)

Consequently, this mode converter enables the easy determination of the topological charge of the LG beam. A theoretical explanation for this mode transformation by considering the different optical paths experienced by the Fourier components of the LG beam as it propagates through the convective plume is provided.

**An electrically controllable mode converter for topological charge measurement**

Heating elements with distinctive shapes immersed in a fluid have the ability to generate thermal lenses in their vicinity. The strength of these thermal lenses is directly proportional to the current passing through the heating elements. By bending the elements into common shapes such as squares, circles, and triangles, structured beams can be generated. Moreover, when multiple heating elements are arranged in a parallel configuration, a cylindrical lens-like profile is formed within the liquid medium. This profile can be effectively utilized for mode conversion purposes.

**A new common path interferometric method called Thermo-optic refraction interferometry and application to milk fat detection.**
Common path interferometers (CPI) are highly valuable for their compactness and ability to resist vibrations. However, a common challenge in CPI arises from the small separation between the reference and sample beams. This limitation makes it difficult to send a reference beam through a sample, hindering the ability to study the interaction of beams with materials based on their phase structure. This research introduces a promising solution that opens up new possibilities for interferometry. The study proposes and demonstrates a novel approach utilizing thermo-optic refraction to enable both beams to pass through the sample and investigate the phase degradation resulting from their relative interaction within the material medium.

Termed thermo-optic refraction interferometry (TORI), this technique leverages the phenomenon of thermal lensing to superpose a higher order vortex beam with a nonvortex beam. By optically pumping the non-vortex beam, controlled expansion is induced. The interaction between the expanding non-vortex beam and the vortex beam within the sample generates an output interferogram. Analyzing the phase deterioration exhibited in the output interferogram provides insights into the medium-induced phase changes.

To illustrate the effectiveness of TORI, the experiments were conducted using milk samples and measured the root mean square (RMS) azimuthal phase deterioration of the OAM beam. The results showcase the potential of this technique to study phase variations driven by the medium. By overcoming the limitations of traditional CPI setups, this innovative approach broadens the capabilities of interferometric analysis.
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Light possesses various spatial and temporal degrees of freedom, such as amplitude, phase, polarization, time, and frequency. Controlling these aspects for generating light with complex field distributions possessing exotic propagation properties, has renewed its interest in numerous applications both in fundamental science as well as in applied fields. Due to this there has been growing interest in synthesizing such complex light field distributions, also called as structured light. Typically, the output from a laser consists of a Gaussian distribution, which exhibits physical limitations for various applications. However, with continuous advancements, it has become possible to control the distribution of light in different degrees of freedom. In this thesis, our aim has been to develop simple, cost-effective, and efficient outer-cavity and intra-cavity methods for the generation and characterization of novel spatially structured light with customised intensity and phase distributions as well as possessing exotic propagation properties. In addition to these, our emphasis has also been to improve the quality, resolution, resilience against perturbations, and spectral range of spatially controlled structured light.

Chapter 1 is an introduction to the thesis, where we begin with the role of structured light in the modern world by mentioning its applications in fundamental and applied fields where conventional Gaussian beams pose physical limitations. We have discussed various types of spatially structured light along with their propagation properties, obtained by tailoring light in its various spatial degrees of freedom. Further, we have discussed the generation of spatially structured light based on various outer-cavity and intra-cavity methods. We have also described the analytical and numerical methods for modelling the laser cavities as well as the propagation and quantification of spatially structured light. We have also provided a brief overview of spatial light modulators including the mechanism for modulating light in the amplitude and phase degrees of freedom.

In Chapter 2, we have presented an outer-cavity method for tailoring the light in amplitude degree of freedom to generate high-quality uniform-intensity beams with customized shapes, using diffractive optical elements (DOEs). The phase of DOEs is obtained by an iterative method (modified Gerchberg-Saxton algorithm) that involves spatial Fourier filtering. The obtained DOEs consist of a simple design, which makes them easier to fabricate. An input laser beam with Gaussian intensity distribution illuminates the DOE, and after propagating a certain distance (working distance) transforms into the desired uniform-intensity output beams with customized shapes such as square, annular, rectangular, hollow square, and plus spatial shapes. The quality of the output beams is quantified by calculating root mean square error (RMSE) with respect to the ideal beams. We have performed a detailed robustness analysis on the quality of shaped output beams against various types of imperfections in an input beam, such as misalignment with respect to DOE, presence of speckle noise, asymmetry, presence of higher order transverse modes, and mismatch of beam sizes. We have found that the shaped output beams with reasonably good quality are obtained over a broad range of imperfections. However, in the case of speckle noise, the quality of shaped output beams can be further improved by an additional external spatial Fourier filter of suitable transmission function. Furthermore, to investigate spectral properties of the method, we have designed a DOE for a particular wavelength and illuminated it with an input beam over a broad range of wavelengths. We have found that the quality of shaped output beams remains excellent over a broad spectral range. However, the working distance decreases with an increase in the wavelength.
In Chapter 3, we have presented tailoring of light in the amplitude and phase degrees of freedom for generating special type of structured light (called aberration laser beams (ALBs)) containing multiple bright lobes and possessing unique propagation features, such as autofocusing and self-healing in both free space as well as in turbulent media\textsuperscript{5}. The ALBs are generated, based on an outer-cavity method, using a DOE whose phase distribution consists of radial and periodic angular dependence. We have presented a detailed mathematical formulation for describing the propagation of ALBs in turbulent media by solving Huygen-Fresnel integral using stationary phase method. We have found that the presence of turbulence leads to distortions in the spatial intensity distribution of ALBs, as well as causes beam wandering. The effect of turbulence on the propagation of ALBs is quantified by calculating overlap integral with respect to ALB in free space. The ALBs possess good autofocusing properties both in free space as well as in turbulent media, where on-axis peak intensity becomes maximum with tight focusing. In particular, the autofocusing properties of ALBs remain invariant, irrespective of turbulence strength. The autofocusing distance can be controlled from any small to large values, by controlling the ALB parameters. Further, we have also investigated the spectral dependence of autofocusing of ALBs in a turbulent medium and found that autofocusing distance does not depend on the turbulence, however, it decreases with an increase in wavelength. Furthermore, we have performed a detailed investigation of self-healing of ALBs both in free space as well as in turbulent media of different turbulence strengths. We have found that, both in free space and turbulent media, the truncated ALB self-heals by redistributing the intensity within the beam. The ALBs self-heal reasonably well even for a large amount of truncation (~ 60%). The maximum self-healing always occurs at autofocusing distance, which remains invariant irrespective of the amount of truncation and strength of turbulence. A good agreement between theory, simulations, and experimental results is obtained\textsuperscript{5}.

In Chapter 4, we have presented the generation of asymmetric aberration laser beams (aALBs) with controlled intensity distribution, based on an outer-cavity method employing a DOE with phase asymmetry\textsuperscript{6}. We have introduced the phase asymmetry in DOE by shifting coordinates in a complex plane, which provides additional control over spatial intensity distribution of beam. We have derived the mathematical formulations for general aALBs as well as the special cases of it. We have shown that in an ideal ALB containing equal intensity bright lobes (Fig. 2(a)), by introducing asymmetry most of the intensity can be transferred to any one of the single lobe, and generates a high-energy density (Figs. 2(b)-2(d)). Further, we have explored the mechanism of asymmetric control of intensity in aALBs, and found that the asymmetry parameters control the position of indeterminate phase point of the trigonometric phase term in aALB, which creates a controlled asymmetric intensity distribution in the near-field plane. As a result of propagation, it provides a controlled transfer of intensity within aALB. In general, for a given parameter m of aALB, the precise spatial location of high-energy density lobe can be controlled by the precise variation in the asymmetry parameters (\(w, \beta\)), and we have determined empirical relations for them. We have found that for the specific values of \(\beta\) and m, the intensity in the high-energy-density lobe can be enhanced by
several times the intensity in other lobes (Figs. 2(b)-2(d)). Where amount of intensity in a particular lobe is calculated by the method of diffraction efficiency which is the ratio of intensity in a lobe to the total intensity of the beam. Further, we have investigated the propagation of aALBs, and found that similar to ALBs, the aALBs possess good autofocusing properties, which are not affected by the asymmetry. The autofocus- ing distance in aALBs can be varied from small to large values by changing the beam parameters. We have found a good agreement between the experimental results and numerical simulations.

In Chapter 5, we have presented the generation of high-energy densities by suppression of higher-order sidelobes in the far-field of phase-locked lasers. We have generated an array of lasers in various 1D and 2D array geometries in a degenerate cavity and phase-locked them in the in-phase [out-of-phase] configuration with the far-field coupling using Gaussian apodizer [binary circular aperture]. Owing to the non-uniform amplitude and definite geometry, the far-field of phase-locked lasers consists of higher-order sidelobes. These sidelobes contain a significant amount of energy, which limits the use of an output beam for high-power applications. Our method relies on modifying the combined field (near-field and far-field) distribution of phase-locked lasers to obtain uniform amplitude and phase distributions in a near-field plane, which enables the formation of a high-power density lobe (zeroth-order) in the far-field. We have demonstrated our method for phase-locked lasers in various array geometries, such as square, triangular, Kagome, random, and 1D ring. The results are quantified by calculating the diffraction efficiency of the zeroth-order lobe. It is found that for long-range in-phase locked laser arrays, the diffraction efficiency of the zeroth-order lobe can be improved by several factors (~ 3 – 4). The improved diffraction efficiencies are found to be in a range of 90% – 95% (for 2D arrays) and ~ 75% (for 1D ring array). Further, we have analyzed the robustness of our method against various factors, such as the range of phase-locking, system size, and presence of topological defects in a 1D ring array. We have also investigated our method for out-of-phase locked lasers in a square array, where the zeroth-order has no intensity. We have obtained a high-energy-density zeroth-order lobe with a high diffraction efficiency of 81%.

In Chapter 6, we have presented a novel and efficient intra-cavity method for the generation of high-power discrete optical vortices with precisely controlled topological charges (l) by phase-locking one-dimensional (1D) ring array of lasers in a degenerate cavity that involves spatial Fourier filtering. Owing to the special geometry of a degenerate cavity, it enables an efficient formation of a 1D ring array of lasers, where each laser consists of a nearly fundamental Gaussian distribution, and is independent from each other. Initially, the lasers consist of random phase distribution and are equally probable. To force them into a desired phase-locked state of optical vortex configuration, we employ a special Fourier filter (amplitude mask) at the Fourier plane inside the cavity (Fig. 3(a)). The spatial Fourier filtering mechanism helps to eliminate the undesired phase distributions by introducing additional losses to them, thereby, enabling the lasers to find a correct phase distribution in the form of a desired discrete optical vortex (Fig. 3). We have performed a detailed investigation on the propagation, such as divergence and self-healing, of discrete optical vortices, and compared them with the conventional continuous optical vortices. We have found that for a given system size (number of lasers) and fixed distance between the neighboring lasers, the size of a discrete optical vortex and its divergence does not depend on the topological charge, which is found to be different than the conventional continuous optical vortices (Laguerre-Gaussian/Bessel-Gaussian beams). Further, we have performed a detailed investigation of self-healing by partially truncating a discrete optical vortex in the

Figure 2 Experimental results. Intensity distributions of (a) ideal ALB and (b)-(c) asymmetric ALBs for different values of β.
White circles mark the location of each lobe along with its diffraction efficiency.
waist plane \((z = 0)\) and propagated plane \((z > 0)\). To quantify the self-healing, we have calculated an overlap integral to analyze the similarities between the self-healed and ideal discrete optical vortices. The results show that partially truncated discrete optical vortex can self-heal reasonably well. Moreover, we have found that the self-healing distance increases with the value of topological charge of discrete optical vortex. The self-healing distance is also found to be dependent on the amount of blocking, particularly, it increases with an increase in the amount of blocking. We have obtained a good agreement between the analytical and numerical results.

![Diagram](image)

Figure 3 (a) Schematic of the degenerate cavity. Transmission functions of (b) near-field mask and (c) far-field mask. (d)-(e) Intensity and phase distributions of generated discrete vortex with \(N = 20\) and \(l = 1\).

In Chapter 7, we present a novel and efficient method for accurate determination of magnitude and sign of topological charge \((l)\) of an unknown discrete optical vortex, which is formed by an array of lasers in a 1D ring geometry. We have presented a simple analytical formulation of working principle of our method. It relies on measuring the interference pattern of a discrete optical vortex, which is obtained by interfering a single selected laser with itself and with all the other lasers in a 1D ring array, using a Mach-Zhender interferometer (Figs. 4(a)-4(c)). The interference pattern is quantified by analyzing the fringe visibility at each laser in a 1D ring array. The discrete laser arrays with \(l = 0\) and \(l \neq 0\) have different phase distributions, thus produce interference patterns with shifted interference fringes. The averaging of these phase-shifted interference patterns gives rise to a variation in the fringe visibility as a function of laser number in the discrete optical vortex, thus enabling the identification of \(l\) (Figs. 4(c)-4(f)). The magnitude of \(l\) of a discrete optical vortex is found to be proportional to the number of dips observed in the fringe visibility curve (Fig. 4(g)). Further, for an accurate determination of sign of an unknown discrete optical vortex \((l \neq 0)\), we have averaged the interference pattern of it with the interference pattern of known \(l = +1\). The number of dips in the fringe visibility curve increases by one for a positive value of \(l\) and increases by one for a negative value of \(l\). We have also investigated the robustness of our method against the presence of phase disorder that may occur due to the presence of aberrations in a system. It is found that the phase disorder does not affect an accurate measurement of the topological charge of an unknown discrete optical vortex. We have demonstrated our method for discrete optical vortices with topological charges from small to large values and accurately determined their magnitude and sign. We have provided a theoretical description along with numerical and experimental results, and found an excellent agreement between them, indicating that our method is accurate and highly efficient.
At the end, the conclusive chapter (Chapter 8) contains a summary of the results discussed in the aforementioned main chapters of the thesis. We also consider some future directions that might aid in gaining a deeper understanding of structured light and its propagation properties.
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A study of optical properties of Europium (Eu) based rare earth nanomaterial and their applications
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Introduction:
Luminescence is the emission of electromagnetic radiation (photon) usually in the visible range, which involved the radiative transition between energy levels of the atoms, molecules, and materials. Luminescent materials called phosphors, are defined as solids that can absorb and convert certain types of energy into radiation of light. In the last few years, rare earth (RE) doped luminescent material are widely explored by researcher due to its attractive optical features. The rare earth doped nanophosphors materials have good thermal stability, excellent chemical properties, fast response, environmental safety, sustaining and sharp emission bands as well as luminescence efficiency with color purity. These properties in rare earths are arising due to its...
Chapter 1: The literature review, origin and its importance of lanthanides and Eu-doped materials has been given in this chapter. In this chapter, history and the basic information about luminescence, the rare-earth element and the development in the field of luminescent materials are provided. This chapter also provides the fundamental knowledge of spectroscopic terms and few important definitions, which are necessary to understand the rest of the discussions. The optical properties of the rare earth doped materials energy transfer mechanism have been discussed in brief. Since nanomaterials are used in a variety of applications (such as displays, optoelectronic devices, biosensor, organic light emitting diodes etc.), therefore a brief discussion about their use is also presented. Finally, the aim and outline of the thesis is presented.

Chapter 2: This chapter explains briefly about various experimental techniques and synthesis methods which are used throughout the study to produce our results. The characterization techniques like X-ray diffraction (XRD), scanning electron microscopy (SEM), transmission electron microscopy (TEM) and high resolution-TEM (HR-TEM) have been used for morphology and microstructural details. Raman spectroscopy (for structural properties) and Energy Dispersive X-ray Spectroscopy (EDS) have been used for elemental analysis. Apart from this, other characterization technique like UV-Vis, Fourier Transform Infra-Red spectroscopy (FTIR) and Photoluminescence (PL), and Lifetime measurement have been used for optical analysis of synthesized materials.

Chapter 3: In this chapter, synthesis and characterization of Eu:Y$_2$O$_3$ nanophosphor (EYN) and EYN dispersed polyvinyl alcohol (PVA) fluorescent film (EYF), with subsequent studies of sensing behavior for the detection of arsenic ions (As$^{3+}$) in real water samples has been discussed. Fluorescence intensities of EYF have been found to decrease quickly with As$^{3+}$ ion contents due to the reduction in the population of Eu$^{3+}$ ions in the $^5$D$_0$ level due to formation of direct or indirect coordinate bonds with Eu$^{3+}$. The limit of detection obtains as 57.5 ng/L (0.057 ppb) with 0-100 µg/L linear range respectively. Moreover, sensing probe has been examined with different river water samples. Furthermore, the EYF sensing probe shows a visible color change with the contaminated water under UV-Vis light which useful for the onsite detection.
Chapter 4: In this chapter, we have synthesized Y$_2$O$_3$:Eu$^{3+}$, xCa$^{2+}$ (X = 0, 1, 3, 5, 7, 9, 11% of Ca$^{2+}$) nanophosphor through a facile solution combustion method. The emission intensity of Y$_2$O$_3$:Eu$^{3+}$, xCa$^{2+}$ (5 mole %) has been increased 8-fold as compared to Eu:Y$_2$O$_3$. Doping with Ca$^{2+}$ ions enhance the emission intensity of Eu:Y$_2$O$_3$ nanophosphors due to an increase in energy transfer in Ca$^{2+}$→Eu$^{3+}$ through asymmetry in the crystal field, and by introduction of radiative defect centers through oxygen vacancies in the yttria matrix. Nanophosphor also reveals high thermal stability, and quantum yield as estimating activation energy 0.25 eV, and 81%, respectively. CIE, CCT, and color purity values (>98 %) show an improved red-emitting nanophosphor in the warm region of light, makes this material superior for various other optoelectronics devices.

Chapter 4 (b): In second part of the fourth chapter, the Y$_2$O$_3$:Eu$^{3+}$, xCa$^{2+}$ (5 mole %) nanophosphor, is used as a sensitive and selective probe for the detection of Fe$^{3+}$ ions. Under ideal conditions (pH 4-10), the turn-off-fluorescence-based proposed probe exhibits a low limit of detection (63.2 nM) with a linear range of 10-90 M and is unaffected by the interference of various other metal/biological reactive species. As a result, the proposed sensing probe, which demonstrated significant results with real water samples, iron tablets, and human blood serum, can be utilized in the medical, pharmaceutical, and industrial sectors for the measurement and analysis of iron concentration in wastewater.

Chapter 5: In the present chapter, we have discussed variation of photoluminescence emission intensity, energy transfer and multicolor tunability properties in a series of Eu$^{3+}$ ions doped Ca$_{0.05}$Y$_{1.95}$xO$_3$:0.02Ho$^{3+}$ (CYO:Ho$^{3+}$,xEu$^{3+}$) nanophosphors. By adjusting the doping ratio of Ho$^{3+}$/Eu$^{3+}$, the as-synthesized nanophosphor accomplishes multicolor tunability from green-yellow to red. The energy transfer from Ho$^{3+}$→Eu$^{3+}$ has been confirmed through electric dipole-dipole interaction with critical distance 15.146 Å. Moreover, nanophosphor have high thermal stability with an activation energy ~ 0.21 eV, and the quantum efficiency of 83.6%. CIE coordinate illustrates that the singly doped Ho$^{3+}$, and Eu$^{3+}$ lie in the green and red region, respectively, while the as-synthesized CYO:Ho$^{3+}$,xEu$^{3+}$ shows tunability from green to red. Hence, the CYO:Ho$^{3+}$,xEu$^{3+}$ nanophosphor may be a near-UV excited multicolor colour-tunable pertinent candidate with potential prospects for multicolour- display and near-ultraviolet lighting applications.

Chapter 6 (a): In this chapter, we have synthesized divalent (Ca$^{2+}$) doped Eu:Y$_2$O$_3$@SiO$_2$ core-shell nanomaterial first time as fluorescent labelling agent for advance forensic and solid-state lighting applications. It has been found that PL emission intensity depend on the coating layers of SiO$_2$, and optimal fluorescence intensity has been obtained for the 10 vol % of SiO$_2$ (TEOS) coating and enhancement of intensity is ~36 % than uncoated sample. For optimised sample CIE coordinates has been found as (x= 0.425 , y = 0.569) and CCT value is ~ 2115 K ,color purity, and CRI 80%, and 98% respectively, which make this phosphor is suitable for various optoelectronic application. The optimised phosphor further tested for the visualization of latent finger print and as security ink. The findings establish that synthesise core shell phosphor can be effutely used for security ink, LPF for forensic applications.

Chapter 6 (b): In this chapter, we have synthesis of water-stable chitosan functionalized Lanthanoid based core shell (Ca-Eu:Y$_2$O$_3$@SiO$_2$) phosphor. Chitosan finalization makes them biocompatible and water stability, and also provides functional groups such as hydroxyl, and amino groups which coordinate with the biomolecules. Further, the functionalised core-shell phosphor used for the detection of DNA. It has been observed that fluorescence emission intensity enhances linearly with the addition of DNA. It might be due to energy from DNA to functionalised core-shell phosphor. Furthermore, the experimental result specifies that Ca-Eu:Y$_2$O$_3$@SiO$_2$-chitosan sensor exhibit good analytical performance with limit of detection 16.1 pM. These results indicate that functionalised core-shell phosphors are simple, low cost, portable and capable for rapid detection of DNA and suitable for the biological applications.

Chapter 7: Summary, Conclusions and future prospects: This chapter summarizes the overall results, focusing the important findings of the thesis and we have also discussed some future prospects. We have studied the effect of Eu$^{3+}$, and other RE ions doping in Y$_2$O$_3$. In brief in this thesis co-doping with divalent (Ca$^{2+}$)
ion, formation of film with PVA, core shell structure, and multicolor tunable nanophosphor has been synthesised. Detailed characterization of prepared samples has given, and sample optimised for their applicability in different fields such as for metal ion sensor, sensing of biomolecule, and for solid state lighting application has been given. In the end this chapter include summery of the entire thesis and future work.
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Optical, magnetic and magneto-optical characteristics of CoFe$_2$O$_4$ and Ni based magnetoplasmonic nanostructures
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Magnetoplasmonics is an exciting field of research where magnetism and plasmonics, and the mutually influencing effects of the two are explored in nanostructures. Magnetoplasmonic systems, in general, consist of magnetic and plasmonic components, giving the properties and functionalities of both kinds, to the nanostructure. There are prominently two important research pathways in this field; namely the one that deals with modifying/enhancing the magnetic and magneto-optic properties of the system through the presence and surface plasmon resonance (SPR) of plasmonic component, and the second one being the modulation of the wave vector of propagating plasmons through an externally applied magnetic field. The field of biomedicine, is yet another promising platform where magnetoplasmonics has been used for various therapeutic and diagnostic applications. It is expected that combining magnetic nanoparticles (NP) with plasmonic components can decrease cytotoxic effects of the system as well as enable magnetic field induced controllability in various aspects of biomedicine, such as targeted drug delivery and magnetic hyperthermia.

The thesis focuses on exploring the possibilities for observing and tuning two extremely interesting magnetoplasmonic effects, namely, modifying and enhancing, the magnetic and magneto-optic properties, respectively, of magnetoplasmonic nanostructures through plasmonics, which give them interesting properties.
that could have significant technological impacts. Magnetoplasmonic systems are synthesized using cobalt ferrite, CoFe$_2$O$_4$ (CoF) and nickel (Ni) as the magnetic components while gold (Au) is chosen as the plasmonic part of the systems. CoF is a ferrimagnetic dielectric material with widespread applications. Ni is a magnetic metal that shows lower oxidation tendency as compared with similar metals like Fe and Co and hence has a better stability. Even though Ag shows better plasmonic responses as compared with Au, since the magnetoplasmonic systems are considered to have important biomedical applications, Au is chosen as the plasmonic part owing to its lesser cytotoxicity than Ag. The synthesis, structural, optical, compositional, surface and magnetic characterizations of CoF, Au, CoF-Au, Ni and Ni-Au nanosystems form the prominent part of the thesis work, with special emphasis given to the Magneto-optic Faraday Rotation (MFR) studies on these systems. Ni and Ni-Au samples are also examined for their biomedical cytotoxicity effects.

In the initial part of the thesis work, the optical band gaps present in CoF NP powder synthesized chemically were measured using a detailed procedure involving the collection of optical information from the sample using Diffuse Reflectance Spectroscopy (DRS) technique, followed by extracting the absorption coefficients using the Schuster-Kubelka-Munk differential equation method. The band gap measurement was done from the Tauc curves generated thereon using a piecewise linear fitting algorithm, where the entire Tauc spectrum was carefully examined, without leaving any region especially those towards the lower energy side. The algorithm that worked through the processes of linear fitting, segmentation and merging, identified a set of potential linear fitted regions of the spectrum that could possibly represent the absorption onset and the corresponding base line segment. On finer evaluation of all these segments the regions satisfying a set of critical criteria have been identified as the actual absorption onset and the base line segment corresponding to it. The band gaps calculated as the intersection of these two line segments yielded the direct and indirect band gap values as 1.5 ± 0.01 eV and 0.79 ± 0.01 eV$^2$. The direct band gap estimation procedure for CoF nanopowder has been shown in Fig. 1. The band gap value obtained for the NP powder, which was smaller than that reported for the material in previous reports, was further validated using the data obtained through magnetization and XPS analysis. The magnetic moment per formula unit for CoF obtained from magnetization data was 4.03 $\mu_B$, which being larger than that for a completely inverse spinel structure, indicated that the CoF NP synthesized in this work could be having a partially inverse spinel structure. From the peak fitting of the core level narrow scans of the Co 2p$^{3/2}$ and Fe 2p$^{3/2}$ levels obtained through XPS, the degree of inversion was calculated to be 0.52, which confirmed that the CoF NP indeed existed in partially inverse spinel structure that reportedly has much smaller band gap values than structures with completely inverse spinel structure.

The detailed optical characterization on CoF NP was followed by the MFR measurements on colloidal dispersions of CoF NP in PVA-water medium (sample labelled as CoF-P). MFR measurements were carried
Two additional synthesis procedures for CoF NP with slightly different parameters were carried out in an attempt to control the size range of the NP\(^3\). It was found that 2wt% PVA-water medium offered necessary stability to the dispersions in the presence and absence of magnetic field. The MFR responses were initially measured for two different volume fractions (0.6 \(\times\) \(10^{-3}\) (C1) and 0.9 \(\times\) \(10^{-3}\) (C2)) of CoF-P samples at 532 nm, following which the data was appropriately fit using Langevin-type function\(^4\). The MFR responses for C1 and C2 volume fractions of the CoF-P samples have been shown in Fig. 3 (a). From the fits, two important parameters were derived, namely the saturated MFR value (\(B_s\)) and the field necessary to bring in saturation in chain length and thus in MFR values (represented by the parameter \(A\) ). For the sample C2, \(B_s\) was seen to be larger than the sample C1, as expected. An interesting observation was that the parameter \(A\) was larger for C2 than C1 indicating that the magnetic field necessary to bring saturation in MFR values was smaller for the sample with higher concentration. This was considered justifiable because the chain formation initiates and grows at rather smaller applied fields for samples containing larger number of magnetic NP. MFR studies were also performed on magnetoplasmonic colloidal mixtures of CoF and Au NP prepared by performing ultra-sonication procedure on selected concentrations of CoF-P and Au-P nanocolloids. An interesting enhancement for MFR values was observed for certain typical mixtures with respect to the MFR values of pure CoF-P samples. The MFR enhancement patterns obtained for the volume fraction of 1.2 \(\times\) \(10^{-3}\) (labelled as C3) are shown in Fig. 3 (b).

The observed effect was explained on the basis of a novel proximity effect of surface plasmon resonance (SPR) of Au NP\(^5\). The experimentally observed MFR patterns validated the proposed pathway of MFR enhancement. It was observed that the concentrations of both the participating entities were extremely significant to see the subtle effect of MFR enhancement. Enhanced MFR was obtained in two typical concentrations since there were adequate concentrations of both the participating entities such that necessary MFR as well as enhancement in it could both be obtained. The conclusions drawn from experimental observations were further validated through the parameters obtained from Langevin fits to the MFR patterns. This is the
first time report of such a magnetoplasmonic phenomenon in colloidal mixture samples where MFR enhancement is produced due to proximity effect of SPR.

In addition to CoF and CoF-Au systems, the work was further extended to synthesizing and characterizing Ni-Au magnetoplasmonic bimetallic system and compare its structural, magnetic, optical and magneto-optical properties with pure Ni NP. A facile, less time consuming, relatively inexpensive and unconstrained chemical synthesis routine was developed for synthesizing Ni-Au NP, by avoiding high temperature refluxing procedures, inert gas atmospheres and templates\(^6\). The synthesis routine was accurately reproducible and scalable. Through detailed structural, compositional, surface and optical characterizations, the Ni-Au NP were seen to be possessing a unique intertwined crystal structure where the Ni and Au atomic planes were blended at different locations within the entire NP. The schematic of such a Ni-Au NP is shown in Fig. 4.

![Fig. 4. Schematic representation of Ni-Au NP along with the cross-sectional view showing intertwined Ni and Au planes.](image)

A striking difference was noticed in the dispersibility between Ni and Ni-Au NP in acetone medium. While Ni NP formed urchin-like clusters of large sizes in the dispersed state, Ni-Au NP were seen as individual NP of much smaller sizes, with absolutely no clustering effect. This pointed out the difference in the basic forces of interaction between the two types of systems and indicated the reduction in magnetic moment of Ni-Au NP, due to the inclusion of non-magnetic Au component. In order to validate the above mentioned observation, detailed magnetic characterizations were performed on Ni and Ni-Au NP through which drastic reduction in saturation and remanent magnetizations, and coercivity were noted between Ni and Ni-Au NP, though the individual Ni and Ni-Au NP were spanning similar size ranges. With the ZFC and FC magnetization curves far from coinciding at room temperature, Ni NP showed a much higher inversion temperature. However, the Ni-Au NP were close to being completely superparamagnetic with an almost coinciding ZFC-FC curve at room temperature. The mode blocking temperature calculated by fitting the difference between ZFC and FC magnetization for Ni-Au NP lognormally\(^7\), came out to be 47 K, showing that even at such a low temperature, a considerable majority of Ni-Au NP were already superparamagnetic. This indicated the extent by which magnetic properties could be tuned using the inclusion of non-magnetic components such as Au. The transformation from the completely ferromagnetic behaviour of Ni NP to the more desirable SPM behaviour of Ni-Au NP at room temperature has applications in cases where an SPM behaviour along with the presence of plasmonic properties for nanostructures are necessary, such as in the field of biomedicine. The magnetization curves for Ni and Ni-Au NP have been shown in Fig. 5.
Fig. 5. Magnetization studies on Ni and Ni-Au samples. (a) M-H at room temperature for Ni and Ni-Au samples; inset shows an enlarged view of the curves at low fields representing the drastic difference in behaviour, M-T measurements in ZFC-FC mode from 15 to 300 K for (b) Ni and (c) Ni-Au NP; inset of (c) shows the enlarged view of the behaviour near room temperature and 
\[ \frac{d\Delta M}{dT} \]
curve for Ni-Au NP along with the lognormal fit to the data.

Since both magnetic and plasmonic responses were obtained from Ni-Au NP, MFR measurements were performed on their colloidal dispersions in ethylene glycol medium in a wavelength dependent manner. Ni-Au NP exhibited enhanced specific MFR values over the entire wavelength range, which corresponded well with their absorbance spectra. A plasmonic peak due to the absorption by Au was seen in the MFR pattern of Ni-Au sample at no magnetic field, while this peak was seen to be suppressed yielding more or less uniform MFR values in the entire wavelength range for applied fields of 200 and 400 Oe. Plausible causes could be that an applied magnetic field suppresses the pure optical component to MFR pattern that comes from Au, while relatively promoting the pure magneto-optical component that comes from magnetic Ni, the net effect due to both these making the MFR enhancement more uniform.

Since one of the potential areas of application of magnetoplasmonic systems is that of biomedicine, the cytotoxicity effects of Ni and Ni-Au NP were studied on macrophage cell line RAW 264.7 for the durations of 24 and 48 hours. The results of cell viability for Ni and Ni-Au NP has been shown in Fig. 6. It could be seen that the cell viability percentage was generally larger for Ni-Au NP than the corresponding concentration of Ni NP. Given the smaller overall percentage of Au atoms in Ni-Au NP, this observation was considered welcoming. A reduced cytotoxicity effect, combined together with promising plasmonic and superparamagnetic properties make Ni-Au NP excellent candidates for biomedical applications while their interesting MFR behaviour could be put to use in applications including magnetic field sensing and data storage.

Fig. 6. Cytotoxicity effects of Ni and Ni-Au NP for the duration of 24 hours.
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The urge to explore the quantum correlations has motivated physicists for many years. Study of quantum correlations is important for advancing our understanding of quantum mechanics, developing new quantum technologies, exploring the foundations of physics, and enabling practical applications that leverage the unique properties of quantum systems. It plays a pivotal role in the ongoing development and realization of quantum information science and technologies. It has practical implications for various real-world applications. For example, quantum cryptography relies on the security offered by quantum correlations\(^1\), ensuring secure communication and data transmission. Quantum sensors utilizing quantum correlations\(^2\) can offer enhanced sensitivity for precise measurements, impacting fields such as healthcare\(^3\), environmental monitoring\(^4\).

In the quantum realm, the study of synchronization is relatively recent and has gained significant attention due to its potential implications for various fields, such as quantum information processing and communication\(^5,6\). The phenomenon of spontaneous synchronization has been widely investigated in classical systems\(^7\) since it was first observed by Huygens in the 17th century\(^7\). A nice and detailed discussion of generic nature of synchronization can be found in\(^8\). Quantum models such as Josephson junctions\(^9\), van der Pol os-
cillators\textsuperscript{10,11}, Kerr-anharmonic oscillators\textsuperscript{12} and spin systems\textsuperscript{13} have demonstrated synchronization as well. It is envisaged that the quantum synchronization is a manifestation of certain correlations which are of purely quantum origin. There are some recent studies that explore the relation between the quantum synchronization and different measures of quantum correlations\textsuperscript{13-16}.

In first and second part of thesis, we will explore the phenomenon of quantum synchronization and its connection with entanglement. Exploring these connections sheds light on the underlying mechanisms and implications of quantum synchronization. This thesis exclusively deals with this issue and attempts to develop a generic understanding of their inherent relation. Optomechanical systems\textsuperscript{17}, which involve coupling mechanical oscillators to electromagnetic fields inside an optical cavity, provide a suitable platform for studying synchronization and its connections with entanglement. In the third part of thesis, we will propose the uncertainty based entanglement criterion for bipartite mixed states. The thesis is structured into five chapters.

Chapter 1: Introduction

Quantum synchronization: Two coupled harmonic oscillators, described by the displacements $q_i(t)$ from their respective equilibrium positions and the linear momenta $p_i(t)$ (i $\in$ 1,2), are said to be synchronized, if they maintain $q_{-}(t) = \{q_{1}(t) - q_{2}(t)\}/\sqrt{2} \to 0$ and $p_{-}(t) = \{p_{1}(t) - p_{2}(t)\}/\sqrt{2} \to 0$, at long times. This corresponds to complete classical synchronization. In quantum systems, however, such synchronization is inherently not possible due to Heisenberg’s uncertainty principle. As the position and momentum quadrature cannot be measured simultaneously at any time t, it is not possible to attain $q_{-}(t), p_{-}(t) \to 0$. In such case, the following quantification of synchronization has been proposed in terms of quantum fluctuations\textsuperscript{14}:

$$S_{q}(t) = \langle q_{2}(t) + p_{2}(t) \rangle^{-1}$$

in terms of the synchronization errors $q_{-}(t)$ and $p_{-}(t)$, where $\langle \cdots \rangle$ denotes the expectation (or mean) values of the corresponding operators. Expanding these operators around their mean values, $q_{-}(t) = \langle q_{-}(t) \rangle + \delta q_{-}(t)$, $p_{-}(t) = \langle p_{-}(t) \rangle + \delta p_{-}(t)$, and using the limit of zero mean of these quadrature differences, a modified form of the measure of quantum synchronization can be obtained as

$$S_{q}(t) = \frac{1}{\langle \delta q_{-}(t)^2 + \delta p_{-}(t)^2 \rangle} \leq 1$$

The uncertainty principle sets the value of $S_{q}$ between 0 and 1 and the complete quantum synchronization refers to the upper limit of the above inequality, i.e., $S_{q} = 1$.

Entanglement: On the other hand, quantum correlation between the interacting systems can also manifest itself as entanglement. Entanglement\textsuperscript{18} is one of the most well-known and extensively studied forms of quantum correlation. It lies at the heart of many intriguing and counter-intuitive phenomena in quantum physics and plays a crucial role in various areas. For a coupled bosonic system (like that of two harmonic oscillators), the joint variables $q_{-}$ and $p_{-}$ (which have been used to quantify synchronization in\textsuperscript{[14]}) satisfy the following uncertainty relation:

$$\langle (\delta q_{-}(t))^2 \rangle + \langle (\delta p_{-}(t))^2 \rangle \geq 1$$

If the state of this coupled system is separable, the following inequality is also satisfied, as shown by Duan and his coworkers\textsuperscript{19} (DC):

$$\langle (\delta q_{-})^2 \rangle + \langle (\delta p_{+})^2 \rangle \geq 1$$

(2)
where the transformation $\mathbf{P} = \mathbf{P}_+ \rightarrow \mathbf{P}_+$ is made using partial transposition, using Peres’s prescription\textsuperscript{20}. This means that violation of this inequality (2) refers to inseparability. It is known that the violation of the DC criterion is sufficient to detect entanglement for continuous-variable states. Using standard algebraic identity, the following criterion for separability can be derived from the DC criterion:

$$E_D = \langle (\delta q_\perp)^2 \rangle \langle (\delta p_+)^2 \rangle \geq \frac{1}{4}$$

violation of which indicates entanglement. This is the same criterion as derived by Mancini et al. for mesoscopic oscillators in optomechanical setup\textsuperscript{21}. As was shown in\textsuperscript{22}, the relation (3) is stronger than the DC criterion.

In the literature, it is often said that two coupled quantum system may not exhibit synchronization and entanglement simultaneously. Both are two independent properties. However, from the proposed measure of both, it can be observed that these properties are understood in terms of the second order moments of a set of conjugate quadratures. Also, it can be observed that the same uncertainty relation has been used to set the upper limit for quantum synchronization measure and lower limit of entanglement criterion, so we expected that there may exist specific conditions for simultaneous existence of both. The main goal of this thesis is to investigate analytically and numerically the relationship between the quantum synchronization and the entanglement and to study an uncertainty-based entanglement criterion for bipartite mixed states.

We aim to detect entanglement of various generalized bipartite mixed state using the proposed entanglement criterion.

Chapter 2: Quantum synchronization and entanglement of indirectly coupled mechanical oscillators in cavity optomechanics: A numerical study

In this chapter, we presented a systematic study on the interplay between quantum synchronization and entanglement between two indirectly coupled mechanical oscillators in a double cavity optomechanical system. Each mechanical oscillator is suspended inside a cavity and is coupled with the cavity mode via linear and quadratic dependence on its displacement from the equilibrium position. In the rotating frame of laser frequencies, the total Hamiltonian $H$ takes the following form:

$$H = \sum_{j=1,2} \left[ \Delta_{c,j} a_j^\dagger a_j + \frac{\omega_m}{2} (q_j^2 + p_j^2) - g_{1,j} a_j^\dagger a_j q_j + g_{2,j} a_j^\dagger a_j q_j^2 + \eta D (1 + \eta D \cos(\Omega_D t)) (a_j^\dagger - a_j) \right] - J \left( a_1^\dagger a_2 + a_2^\dagger a_1 \right)$$

Here, $\Delta_{c,j} = \omega_{c,j} - \omega_{n,j}$ is the detuning of the $j$th cavity mode from the respective driving field, $a_j (a_j^\dagger)$ is the annihilation (creation) operator for the $j$th cavity mode, $q_j (p_j)$ refer to the dimensionless position (momentum) operators for the $j$th mechanical oscillator, $g_{1,j}$ and $g_{2,j}$ are the linear and the quadratic coupling constant between cavity and mechanical resonator. The term $J$ is the coupling constant of cavity modes through an optical fiber. The driving fields with intensity $E$ are modulated with frequency $\Omega_D$ and amplitude $\eta_D$.

Based on these realizations, we have shown that when both the mechanical oscillators are linearly coupled to the cavity mode, the oscillators are synchronized without entanglement. Also, the level of quantum synchronization is poor. But when we consider quadratic coupling as well in our simulation, quantum synchronization increases beyond what was achieved without it. Moreover, entanglement between the oscillators starts appearing with non-zero quadratic coupling. To be more clear, we showed that appropriate choice of parameters in the presence of both type of coupling leads to the greatly enhanced quantum synchronization and entanglement between the indirectly coupled oscillators. At the end, we explored the effect of system parameters on quantum synchronization and entanglement. Following these findings, in Chapter 3 of this thesis, we did a similar analysis in a more generic optomechanical system. This analysis is expected to pro-
vide some insight into correlated behavior of synchronization and entanglement.

Chapter 3: Entanglement boosts quantum synchronization between two oscillators in an optomechanical setup

In this chapter, we considered a more generic optomechanical system in which one of oscillator makes the cavity while the other is kept suspended inside the cavity. Both the oscillators are coupled to the same cavity mode via linear and quadratic dependence on their displacement from their respective equilibrium positions. An indirect always on coupling between the two is also mediated via the same cavity mode. In the rotating frame of laser frequencies, the total Hamiltonian $H$ takes the following form:

$$
H = \Delta a^+ a + \sum_{j=1,2} \frac{\omega_{mj}}{2} \left( q_j^2 + p_j^2 \right) + \left( -g_2 q_j + g_3 q_j^2 \right) a^+ a + \gamma \left[ 1 + \eta_D \cos(\Omega_D t) \right] (a^+ - a)
$$

Here, $\Delta = \omega_c - \omega_1$ denotes the cavity mode detuning; $\omega_{mj}$ is the frequency of $j$th mechanical oscillator; $a^+ (a)$ is the creation (annihilation) operator of cavity mode, satisfying the commutation relation $[a, a^+] = 1$; $q_j (p_j)$ is the dimensionless position (momentum) operator of $j$th mechanical oscillator, satisfying the commutation relation $[q_j, p_{j'}] = i\delta_{jj'}$; the driving field is modulated with a frequency $\Omega_D$ and amplitude $\eta_D$.

With this realization, we first demonstrated classical synchronization between the oscillator via limit cycle trajectories, which is a precondition for quantum synchronization. Further, we showed that when the cavity is strongly amplitude-modulated, the two coupled oscillators are nearly complete quantum synchronized and entangled simultaneously. Moreover, both the synchronization and entanglement exhibit a tongue, which is a quantum analogue of classic Arnold tongue-like behavior. The entanglement gets always associated with the synchronization, though reverse is not true. This behavior exists for a large range of system parameters. We provided an analytic condition for the simultaneous existence of entanglement and quantum synchronization to support our numerical findings. Our results open up a newer perspective to interpret the quantum synchronization and entanglement on the same footing.

Chapter 4: Strong entanglement criteria for mixed states, based on uncertainty relations

In this chapter, we proposed a strong entanglement criterion for bipartite mixed states, which correctly identifies the correct domain of relevant parameters for entanglement. Our criterion uses Peres-Horodecki partial transposition applied on a suitable uncertainty relation. The variances in this uncertainty relation do not involve any classical mixing uncertainty, and is therefore purely of quantum mechanical nature. We showed by explicit analysis that our criterion successfully detects entanglement not only in pure states, but also in several generalized mixed states including Werner state, and we found that it correctly reveals the lower bound of mixing probability of the Bell state in the Werner state. Thus, it turns out to be stronger than any other known criterion. We further showed that our criterion reduces to the Schrödinger-Robertson partial transpose (SRPT) inequality for the pure state.

Chapter 5: Conclusions

In conclusion, we have explored the interconnection between quantum synchronization and entanglement between two mechanical oscillators in two different optomechanical models. For both the optomechanical scenarios we have considered, we found that in the presence of cavity-oscillator coupling, varying linearly and quadratically with their displacements from their respective equilibrium positions, the mechanical oscillators are nearly complete quantum synchronized and entangled simultaneously. More precisely, in the presence of amplitude modulation with the same frequency as that of the oscillators, quantum synchronization measure and entanglement criterion are simultaneously satisfied in steady state. We further found that synchronization is more robust than the entanglement against thermal excitation, while they change in the
similar way for a large range of values of the frequency differences of the two oscillators. In the third sce-
nario, we proposed a strong entanglement criterion for bipartite mixed states. Using this criterion, we de-
tected entanglement in pure as well as in several generalized mixed states. We found that the proposed cri-
terion correctly reveals the parameter domain (as identified by the PPT criterion) for identifying the entan-
glement of considered state. Moreover, the proposed criterion reduces to the SRPT inequality.
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Multimodal Optical Imaging and Spectroscopic Techniques for Cancer Screening and Diagnosis
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Abstract

Conventional cancer screening and diagnostic techniques are costly, time-consuming, and available only in big city hospitals. Equipping these techniques in villages, local clinics, or small hospitals could significantly lower healthcare costs and patient travel time, making early cancer diagnosis and treatment accessible to masses. To accomplish this task, fast and dependable screening methods, such as multi-modal optical imaging and spectroscopic devices, are required. These techniques are non-contact, non-invasive/minimally invasive methods and have great potential for real-time and accurate diagnosis of cancer. Since these devices work in a visible and near-visible range of electromagnetic spectra, it is also known as optical biopsy.

Given the above discussion, there is a strong requirement for the development of non-contact, non-invasive, quick, and accurate systems that can offer quantitative information for cancer progression in vivo mode to reduce cancer mortality and morbidity. The optical techniques employing AF and FL across diverse modalities, including imaging, spectroscopy, and micro-spectro-endoscopy, have the capability to investigate the in-vivo progression of cancer, especially when employed in a multi-modal approach in a non-contact and non-invasiveness manner.

The present thesis aims to develop non-contact, non-invasive/minimally invasive, fast, and accurate systems for cancer screening and diagnosis using optical techniques in a multi-modal approach. Combining these multimodal optical techniques assisted with machine learning, the proposed thesis is entitled “Multimodal Optical Imaging and Spectroscopic Techniques for Cancer Screening and Diagnosis,” which focuses on early-stage cancer screening, cancer detection, cancer margin assessment with intraoperative use of the developed multimodal optical systems in different cancers. AF and FL are optical methods used in imaging, spectroscopy, and micro-spectro-endoscopic modalities.

The thesis provides eight chapters. The first chapter is the introduction. In the second chapter, we have developed FL-based imaging and spectroscopic device breast cancer diagnosis with margin assessment during the intraoperative procedure. In the third chapter, after validating the devices, early-stage breast cancer has been classified. In the fourth chapter, we have developed new optical devices adding AF for oral cancer screening and diagnosis. In the fifth chapter, the micro-spectro-endoscope is developed for probing cellular structures during cancer progression. After the development of all-optical devices, the study of fluorescence with an exogenous dye in the cancerous area has been done in chapter six. Chapter seven deals with the integration of AF in a micro-spectro-endoscope probing a new disease autoimmune disease, proteinuria, and has proven its potentiality in probing new diseases as well. At last, chapter eight deals with the conclusion and future scope. Overall, the thesis overview of field-portable, multi-spectral, and multi-modal devices using auto-fluorescence imaging, fluorescence imaging and spectroscopy, and micro-endoscopy-based point-of-care tools. These advancements have the potential to revolutionize the screening, real-time diagnosis, treatment, and prevention of oral and breast cancer, enabling faster and more effective healthcare interventions. Further, the convergence of technologies, along with AI and machine learning software, can be used to analyze data.

Fluorescence imaging and spectroscopy for breast cancer classification and tumor margin detection

In this chapter, we have developed FL-based smartphone imaging and spectroscopic point-of-care multi-modal devices for detecting invasive ductal carcinoma in tumor margins during tumor removal. These multi-modal devices are portable, cost-effective, non-invasive, and user-friendly. Molecular level sensitivity of the FL process shows different behavior in normal, cancerous, and marginal tissues. FL-based methods are
highly specific and sensitive and have potential in breast cancer detection. Simultaneous FL imaging and spectroscopy during intra-operative procedures of breast cancer have great advantages in the detection of tumor margins as well as in the classification of tumors to healthy tissues. Intra-operative real-time confirmation of breast cancer tumor margin is the aim of surgeons. Therefore, there is an urgent need for such techniques and devices that fulfill the surgeon’s priorities. We observed significant spectral changes, such as red-shift, full-width half maximum (FWHM), and increased intensity as we approached the tumor center from normal tissue. High contrast in FL images and spectra are also recorded for cancer tissues compared to healthy tissues. Preliminary results for the initial trial of the devices are reported in this chapter. A total of 44 spectra from 11 invasive ductal carcinoma patients (11 spectra for invasive ductal carcinoma and the rest are normal and negative margins) are used. Principle component analysis is used to classify invasive ductal carcinoma with an accuracy of 93%, sensitivity of 75%, and specificity of 92.8%. We obtained an average $6.17 \pm 1.66$ nm red shift for IDC concerning normal tissue. The red shift and maximum FL intensity indicate $p<0.01$. These results described here are supported by histopathological examination of the same sample. In the present manuscript, simultaneous FL-based imaging and spectroscopy are accomplished for the classification of IDC tissues and breast cancer margin detection.

![Experimental Setup](image)

**Figure 1.** Experimental Setup of developed FL-based imaging and spectroscopic system with the FL images and spectra of resected breast tissues. FL spectra are of cancerous tissue and normal tissue with margins.

**Optical imaging and spectroscopy for early-stage breast cancer detection**

In this chapter, we have used a previously developed system for early-stage breast cancer detection during intraoperative procedures. Breast cancer is the most common cancer among women worldwide and can be treated if diagnosed at an early stage. FL techniques have a considerable impact on tumor detection as FL is highly sensitive to the biochemical and biophysical structure of the tissues, providing novel techniques for early and noninvasive diagnosis of cancer. Due to the high sensitivity of FL, it can be used in early-stage
breast cancer detection. Fluorescence-guided surgery (FGS) using an exogenous agent in breast cancer is a well-known method that locates tumors and margins during intra-operative procedures. FL-spectroscopy and FL-imaging have shown the potentiality in FGS of breast cancer independently. Combining these two modalities in a single system improves the success rate of FGS, which can give tumor-free tissues. The chapter aims to analyze and classify early-stage breast cancer, locally advanced breast cancer (invasive ductal carcinoma), and normal tissue. The SVM-based classifier is used to classify these three cases. The positive predictive value for IDC, fibroadenoma, and normal breast tissues is 78.6 %, 87.5 %, and 100 %, respectively. The true positive rate for IDC, fibroadenoma, and normal breast tissues is 91.7 %, 87.5 %, and 50 %, respectively.

**Multimodal and multispectral optical devices for oral cancer screening and diagnosis**

This chapter elucidates the use of AF and FL techniques for in-vivo mode oral cancer screening. The survival rate of oral squamous cell carcinoma (OSCC) patients is low, but it can be improved using highly sensitive, specific, and accurate techniques. AF and FL techniques are very sensitive and helpful in cancer screening; being directly linked with the molecular levels of human tissue, they can be used as a quantitative tool for cancer detection. In this chapter, we report the development of multi-modal AF and FL imaging and spectroscopic (MAF-IS) smartphone-based systems for fast and real-time oral cancer screening. MAF-IS system is indigenously developed and offers the advantages of being a low-cost, handy, non-contact, non-invasive, and easily operable device that can be employed in hospitals, including low-resource settings. Here, we discuss the results of 43 individuals with 28 OSCC and 15 oral potentially malignant disorders (OPMDs), i.e., epithelial dysplasia and oral submucous fibrosis, using the developed devices. We observed a red shift in FL emission spectra in-vivo. We found red-shift of 7.72±6nm, 3 ±4.36nm, and 1.33±0.47nm in the case of OSCC, epithelial dysplasia, and oral submucous fibrosis, respectively, compared to normal. The results were compared with histopathology and found to be consistent. Further, the MAF-IS system provides results in real-time with higher accuracy and sensitivity compared to devices using a single modality. Our system can achieve an accuracy of 97% with sensitivity and specificity of 100% and 94.7 %, respectively, even with a smaller number of patients (28 patients of OSCC). The proposed MAF-IS device has great potential for fast cancer screening and oral cancer diagnosis in the future.

**Figure 2. Experimental setup of developed FL and AF-based imaging and spectroscopic device with AF and FL images and spectra of cancerous and normal patients.**
Development of Micro-spectro-endoscope for oral cancer screening and diagnosis

This chapter describes the development of a multi-modal micro-spectro-endoscopic system with oblique illumination that combines two different techniques, FL micro-endoscopy and spectroscopy, simultaneously. The system can be utilized to obtain diverse information from the same location of the biological sample. The micro-endoscope allows one to view microscopic images, giving morphology and microstructures of the tissues deep within the body. We have only dealt with qualitative image information of malignant/cancerous tissues in earlier chapters and have not looked at the microstructures of the tissues. During cancer progression, there is a change in the morphology of the cancer tissues. The malignant cells have a big, uneven nucleus size and shape, conspicuous nucleoli, and sparse and highly pigmented or pale cytoplasm. Thus, there is a need to define such changes in cancer patients during cancer progression to diagnose in the early stages. In the present chapter, we have developed a micro-spectro-endoscopic system using graded-index (GRIN) rod-lens, which makes it highly compact, and oblique incidence decouples illumination geometry with collection geometry, preventing CCD cameras from saturation and reducing the number of optical elements, thereby making the system further miniaturized and field-portable. Further, it also overcomes the disadvantages of undesired reflections from different optical elements. The experimental results of simultaneous imaging and spectroscopy of the biological samples are presented along with their quantitative spectroscopic parameters: peak wavelength shift, the area under the curve, and full-width half maximum (FWHM). The system's spatial resolution, spectral resolution, and field view are 4.38 \( \mu m \), 0.5 m, a 2.071X1.548 mm\(^2\) respectively. The developed micro-spectro-endoscope can show the microstructures and give molecular information about the sample in a single shot. The proposed device is robust, field portable, and highly efficient and can be used for the fast screening of oral and skin cancer patients.

Figure 3. Experimental setup for micro-spectro-endoscope with the FL images and spectra of cancerous and normal tissues.
Study on concentration and pH-based Fluorescence Imaging and spectroscopy of fluorescein dye-tagged oral cancer tissues

Intravenous use of the FSS has been done extensively in cancer research owing to its high sensitivity. The spectral changes in FL spectra of cancerous tissues compared to normal one varies, as seen in previous chapters. However, these changes mainly depend on the used exogenous agent’s concentrations/molarity, solvent nature, pH, etc. We have used FSS as an exogenous agent for FL imaging and spectroscopy of the cancerous tissues. This chapter studies FSS in oral cancer tissues with topical application with varying concentrations/molarity and pH values and statistical and spectroscopic analysis in ex-vivo and in-vivo OSCC patients. Oral cancer screening with exogenous agents is highly demanding due to high sensitivity, as the early diagnosis plays a vital role in achieving favorable outcomes for oral squamous cell carcinomas (OSCC) by facilitating prompt detection and comprehensive surgical removal. Optical techniques utilizing the local application of FSS or FGS offer potential for early OSCC detection. The use of fluorescein dye in oral cancer is significantly less, and there is a need to inspect the local application of fluorescein dye in oral cancer patients. Concentration-based investigations of the dye with OSCC patients are essential to ensure accurate FGS and screening with fluorescein labeling and to mitigate possible adverse effects. Additionally, analyzing the dye distribution within OSCC tissues can provide insights into their heterogeneity, a critical indicator of malignancy. We presented a concentration and pH-based study of FSS for local application in oral cancer screening. FL imaging and spectroscopy are performed for five different concentrations: 1:25, 1:50, 1:75, 1:100, and 1:125 (18.66 ± 0.06, 9.51 ± 0.02, 6.38 ± 0.01, 4.80 ± 0.004, and 3.85 ± 0.002 millimolar) in ex-vivo mode for OSCC tissues. The relationship between these five concentrations and statistical parameters is analyzed ex vivo. Through statistical analysis of the images and FL spectra, we have concluded that an optimal amount of dye is essential for the local application and extracting important parameters such as entropy, indicating tissue heterogeneity. Thus, two concentrations, 1:75 and 1:100 (6.38 ± 0.01, 4.80 ± 0.004 millimolar), are the most suitable for local application-based oral cancer screening.

Figure 4. Experimental results of different concentrations on oral cancer tissues and oral cancer patients with FL images and spectra of cancerous and normal tissues.
Two-channel autofluorescence and fluorescence imaging and spectroscopy for renal tissues using micro-spectro-endoscope

This chapter investigates autoimmune diseases through the application of AF and FL techniques. Lupus Nephritis (LN) is one of the autoimmune diseases, and the most typical symptom of LN is proteinuria. Proteinuria is a biological indicator of renal damage and disease activity, and it is counted in indices of lupus disease activity and damage. Chronic kidney disease is brought on by proteinuria, which causes interstitial and renal tubule fibrosis. The chapter employs AF and FL imaging and spectroscopy facilitated by an advanced micro-spectro-endoscope. Specifically, two wavelengths, 370 nm and 405 nm, are employed for AF imaging and spectroscopy, while fluorescein sodium salt, with 488 nm excitation, is utilized for FL imaging and spectroscopy. The study utilizes protein uric kidney samples from the Murphy Roths Large (MRL) strain. The MRL strain has LN, resulting in kidney inflammation and damage. A total of 8 cases, with 12 samples of young (no disease), antibody-positive, and protein uric samples, are studied for AF and FL imaging and spectroscopy. In the case of FL imaging, intensity levels of 1, 1.3, and 1.2 are observed for proteinuria, antibody-positive, and youthful samples, respectively. Conversely, AF imaging exhibits its highest intensity in the antibody-positive group, followed by proteinuria samples and the young. Moreover, AF spectroscopy reveals a novel peak emergence in the antibody-positive group at approximately 468 nm, accompanied by substantial spectral alterations across these three classes. Meanwhile, FL spectroscopy demonstrates notable shifts in spectral profiles within these same groups.
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1.1. Introduction

Raman spectroscopy, a technique for probing molecular vibrational and rotational energy levels [1], was first theorized by Austrian physicist Adolf Smekal in 1923 and later experimentally verified by Indian physicist C.V. Raman along with his PhD student K.S. Krishnan in 1928. Dr. C. V. Raman was awarded the Nobel Prize in Physics in 1930 for his discovery of the Raman effect. In the Raman scattering process, incident radiation interacts with a molecule, creating a virtual state. The molecule quickly returns to its initial ground state or a different vibrational state. If the initial and final vibrational states match, it results in Rayleigh scattering. Conversely, Raman scattering occurs when the states differ. Stokes Raman scattering arises when a photon excites a molecule from a lower to an upper vibrational state, while Anti-Stokes Raman scattering involves a vibrationally excited molecule returning to the ground state (Fig. 1.) [2].

![Fig. 1. Principle of Raman scattering. (a) Rayleigh scattering and Raman scattering, (b) Energy diagram of Raman process.](image)

However, the intrinsic Raman scattering cross-section of a molecule is low, resulting in minimal signal intensity, especially for samples with low concentration [3]. To address this limitation, various enhancement techniques have been proposed that includes (a) Resonant Raman scattering (RRS), (b) Coherent Anti-Stokes Raman scattering (CARS), (c) Surface-enhanced Raman scattering (SERS), etc. [4]. Among other techniques, surface-enhanced Raman scattering (SERS) has gained popularity due to its ability to provide significant enhancement ($10^8 - 10^{10}$) in weak Raman signals [3] and is also the focus in the thesis. It offers advantages such as recognition capabilities, non-destructive analysis, minimal sample preparation, measurement in biological fluids, simultaneous detection of different analytes, and on-site analysis with portable instruments.

SERS was first observed in 1974 by Fleischmann et al. [4], who reported a large amount of Raman signal from pyridine absorbed on a roughened silver electrode. The mechanism of SERS enhancement is attributed to electromagnetic and chemical enhancement [5]. Electromagnetic enhancement occurs due to the metal nanostructure, while chemical enhancement occurs due to chemo-adsorption between the metal and analyte molecules. The electromagnetic SERS enhancement of a single molecule can be expressed under the widely used $|E|^4$ approximation, as [5]

$$g_{SERS}^{EM} = \left| \frac{E_{local}}{E_{0}} \right|^2 \left| \frac{E_{local}}{E_{0}} \right|^2$$

(1)
Here $E_\omega$ and $E_{\omega'}$ represent the electric field generated at incident laser frequency and at Raman frequency, respectively. For small Raman shift, $E_\omega = E_{\omega'}$,

$$g_{SERS}^{EM} = \left| \frac{E_\omega^{Local}}{E_\omega} \right|^4 \quad (2)$$

Thus the $|E|^4$ approximation is valid for small Ramna shifts and if $E_{\omega'}^{Local}$ being not too high.

A "SERS substrate" refers to any nanostructured metallic platform supporting plasmon resonance and enhancing Raman signals significantly. The substrate can be classified with two categories: (a) Substrates with random morphology: Irregular substrates with uneven morphologies, such as roughened electrodes, were among the first discovered SERS substrates. (b) Substrates with periodic nanostructures: Structured or periodically arranged planar metallic SERS substrates involve arrays of systematically arranged metallic nanotextures on flat substrates, produced through techniques like nanolithography [6]. Fig. 2 depicts the schematic overview of the SERS substrates.

Problems and Challenges in SERS: The current challenges in SERS can be categorised such as: (a) Fabrication Method: There is still an open question concerning the facile fabrication method of the SERS substrate that offers cost-effective, and scalable fabrication methods. (b) Reproducibility, Sensitivity and Selectivity of SERS Signal: Raman signal enhancement depends on nanostructure dimensions, hotspot distribution, and material plasmonic properties. High-efficiency SERS substrates need spectrum repeatability, sensitivity, and selectivity. Reproducible SERS spectra require uniform intensity distribution across the substrate. The spectrum sensitivity is influenced by the plasmonic enhancement factor, metal-adsorbate interaction, nanoscale roughness, and suitable laser wavelength [7]. (c) Analysis of Complex Biological Samples: Biomolecules like bacteria and biological nanocarriers (e.g., DNA) present challenges due to their large, heterogeneous nature. Reproducible spectrum acquisition is more challenging than with single chemical elements. Addressing these challenges is crucial for advancing the effectiveness and applicability of SERS in various fields [8].

Fig. 2. Overview of SERS substrates.

Thesis overview

The novelty of the work in the thesis is two-fold. The primary aim of the thesis is to develop a novel SERS substrate using a cost-effective and scalable technique. Another primary focus is to detect various hazardous chemicals and biomolecules, such as pathogens and nanocarriers at ultra-low concentrations, analysing their enhanced SERS spectra. One of the significant problems the thesis solves is the ultralow detection and classification of urinary tract infection (UTI) causing bacteria for various species and strains using a SERS substrate fabricated from a scalable and low-cost technique. The tremendous increase in diseases caused by microorganisms in recent years has demanded immediate action from the public healthcare sector. Micro-
organisms can cause serious infections, resulting in significant morbidity and mortality. More than 1.2 million people died from severe bacterial infections in the respiratory, gastrointestinal, and central nervous systems, according to the World Health Organization (WHO) [9]. Consequently, there is a critical requirement to create a rapid and effective testing tool for bacterial infections. Presently, bacterial infections are identified in a clinical environment by isolating bacteria in pure culture and completing biochemical and metabolic studies within 48 – 72 hours. Depending on the conclusion of the diagnostic, professionals may prescribe antibiotics to patients. Hence, the present detection tools are unsuitable for the real-time and fast detection of pathogens at low concentrations to prevent severe infection. This study comprehensively investigates the SERS spectral signature of five distinct UTI-causing pathogens up to 100 colony-forming units/ml (CFU/ml). The acquired spectra of these bacteria were further utilised to for classification using a neural network model that differentiates the SERS spectra of bacterial species with 100% accuracy in strain level. The thesis "Development of Scalable and Cost-effective SERS Substrates for Bio-photonics Applications" consists of eight chapters. The overview of the idea is as follows:

Chapter 1: Introduction: In chapter one, the concepts of Raman spectroscopy and SERS have been introduced.

Chapter 2: Fabrication of Ag Nanoparticles using Microwave Irradiation: Chapter 2 briefly describes the synthesis of colloidal spherically shaped silver nanoparticles (Ag NPs) to fabricate the flexible SERS film. The synthesis was done using the microwave technique that produces NPs at a faster reaction rate with controlled heat and pressure. The flexible SERS substrates were utilised to detect various toxic chemicals, such as rhodamine (R6G) and thiram, respectively. to detect pesticides. The NPs were also employed to detect biomolecules, such as bacterial DNA. The incubation of Ag NPs with bacterial genomic content allowed intense SERS spectra of the DNA of two different bacteria species at nanogram concentrations.

Chapter 3: Mesoporous Ag-TiO\textsubscript{2} Nanocage Film as Sensitive and Recyclable Low-cost SERS substrate: In Chapter 3, we explored the heterogeneous nanostructure composed of semiconductor and metal-based nanostructure for SERS applications. In this chapter, we present a facile and cost-effective method for fabricating a highly controllable, low-cost, mesoporous Ag-TiO\textsubscript{2} nanocage (NC) structured film as a SERS substrate. The NC morphology offered additional sites for Ag coating and adsorption of dye molecules. The developed Ag-TiO\textsubscript{2} SERS film exhibited photodegradation activity under UV exposure and was explored for reusable SERS performance up to 5 times. The SERS film was utilised to detect various dye molecules and biomolecules, such as urea, at ultralow concentrations [10] (Chapter Overview: Fig. 3)

Chapter 4: Fabrication of Ag Capped Al Nanorods Array-based SERS Substrate: The chapter explores a cost-effective approach using the glancing angle deposition (GLAD) technique to create patterned NRs on glass plates. The objective is to fabricate a low-cost SERS substrate without compromising signal strength and hotspot distribution. The Ag-capped Al NRs-based SERS substrate, compared to Ag NRs, shows superior enhancement due to the shape anisotropy of Ag nanocap geometry. Optimized for performance, the substrate detects distinct Raman peaks of E. coli bacteria at concentrations as low as 100 CFU/ml using a portable Raman spectrometer [11]. Figure 4 provides a graphical overview of the chapter.

Chapter 5: SERS Nanowire Chip and Machine Learning-Enabled Classification of Wild-Type and Antibiotic-Resistant Bacteria at Species and Strain Levels: In this chapter, a cost-effective and scalable SERS substrate fabrication technique using the metal-assisted chemical etching (MACE), is employed to create silicon nanowire (Si NW) arrays, offering a high-aspect-ratio over a large surface area without the need for expensive vacuum equipment. The optimized Ag-coated Si nanowire SERS chip demonstrated a label-free detection of clinical pathogenic bacterial strains of urinary tract infection disease. The chip, sensitive to concentrations as low as 100 CFU/mL, enables spectral classification using a neural network model. This model successfully distinguishes bacteria at both species and strain levels, showcasing the chip's potential for real-time, molecular-specific bacterial detection. Fig. 3. depicts the bacteria detection scheme using SERS and machine learning [12].
Chapter 6: Fabrication of Plasmonic Sculpture Regular Nanostructure using Tuneable Gap Resonance by Nanosphere Lithography: This chapter conducts a thorough exploration of SERS substrate geometry and its impact on enhancement, focusing on nanostructures with regular arrays to achieve periodic hotspots. The study investigates the effect of shape anisotropy on SERS enhancement, developing a highly anisotropic nanosized template. Additionally, the role of the metal-dielectric interface and the thickness of a dielectric layer on a metal-dielectric-metal (MIM) coated nanostructure array is discussed. Crucial factors such as plasmonic tuneability and engineered hotspots through plasmonic modes coupling are briefly explored.

Chapter 7: Plasmonic Nano-bowls for Rapid Capture and Analysis of Liposomes, DNA Micelles, DNA Nanogel in Suspension: Chapter 7 explores a PDMS nano-bowl structure for trapping nanosized biocarriers like liposomes, DNA nanogels, and DNA micelles. These biocompatible nanocarriers, including lipids and nucleic acids, are crucial for developing therapeutics and diagnostic devices, demanding rapid detection for drug delivery applications. SERS, a label-free technique, characterizes these nanocarriers without additional sample preparation in minimal quantities. However, their high Brownian motion in suspension can affect spectrum reproducibility. To address this, we implement surface-topology-assisted trapping in a suspension state, requiring no external force. Unlike the structures in the previous chapter, nano-pillars and nanospheres, the proposed nano-bowl substrate passively traps molecules, reducing Brownian motion. The methodology is applied to membrane-modified liposomes, micelles, and DNA gels, with a comprehensive spectral comparison to pure specimens. Fig. 4. provides a schematic overview of this chapter.

Chapter 8 provides a conclusive summary of the thesis and outlines future aspects to explore. In conclusion, the thesis is dedicated to nanofabrication and its applications in SERS, proposing a point-of-care, label-free, and accurate technique for biphotonic applications.
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